DELAB-IIITM WMT25: Enhancing Low-Resource Machine Translation
for Manipuri and Assamese

Dingku Singh Oinam and Navanath Saharia
India Institute of Information Technology, Manipur
dingkuoinam@ieee.org

Abstract

This paper describes DELAB-IIITM’s submis-
sion system for the WMT25 machine transla-
tion shared task. We participated in two sub-
tasks of the Indic Translation Task, en<»as and
en<»mn i.e., Assamese (Indo-Aryan language)
and Manipuri (Tibeto-Burman language) with
a total of six translation directions, including
mn—en, mn<—en, en—as, en<—as, mn—as,
mn<—as. Our fine-tuning process aims to
leverage the pretrained multilingual NLLB-
200-Distilled-600M model, a machine trans-
lation model developed by Meta Al as part
of the No Language Left Behind (NLLB)
project, through two main developments: Syn-
thetic parallel corpus creation and Strategic
Fine-tuning. The Fine-tuning process involves
strict data cleaning protocols, Adafactor opti-
mizer with low learning rate (2e-5), 2 training
epochs, train-test data splits to prevent over-
fitting, and Seq2SeqTrainer framework. The
official test data was used to generate the target
language with our fine-tuned model. Experi-
mental results show that our method improves
the BLEU scores for translation of these two
language pairs. These findings confirm that
back-translation remains challenging, largely
due to morphological complexity and limited
data availability.

1 Introduction

Meiteilon (Manipuri) is a Tibeto-Burman language
spoken primarily in Manipur, while Assamese is
an Indo-Aryan language spoken mainly in Assam.
Both Manipuri and Assamese are recognized as of-
ficial languages of India. There is a severe lack of
parallel corpora and standardized digital resources.
The data scarcity hinders the development of ro-
bust neural machine translation (NMT) models, as
they typically require large-scale bilingual datasets
for training (Sennrich and Zhang, 2019). The mor-
phological complexity and syntactic diversity of
Tibeto-Burman languages such as Meiteilon pose

major challenges for MT systems, especially within
low-resource scenarios (Singh and Singh, 2022b).
The neglect of low-resource languages in machine
translation is exacerbated by the overwhelming fo-
cus on high-resource languages, but this problem
can be mitigated through transfer learning from
massively multilingual pre-trained models such as
mBERT (Conneau et al., 2020) and NLLB (Team
et al., 2022). For such languages, MT systems risk
perpetuating datasets and language-specific archi-
tectures (Joshi et al., 2021). Despite the challenges,
researchers are actively working on improving MT
for low-resource languages such as Manipuri and
Assamese through various techniques like transfer
learning, multilingual models, and back-translation
(Singh and Singh, 2022b; Wei et al., 2023; Singh
and Singh, 2022a). Recent WMT Shared Tasks on
Low-Resource Indic Languages Translation have
been significantly advancing in the field (Pal et al.,
2023; Pakray et al., 2024, 2025).

This paper describes the fine-tuning of a pre-
trained multilingual NLLB-200-Distilled-600M
model for translating Manipuri to English, English
to Assamese, Manipuri to Assamese and back-
translation. Back-translation, here, refers to the
translation in which the translation direction is op-
posite to which the model is trained to perform the
translation task.

The layout of the subsequent paper is as follows.
Section 2 highlights some of the related works.
Section 3 describes the implementation of the pro-
posed translation systems. Finally, the conclusion
and future work is drawn in Section 4.

2 Related Works

Transformer-based models have formed the back-
bone of many modern machine translation sys-
tems for low-resource Indic languages (Pal et al.,
2023). These architectures, often enhanced with
monolingual pre-training, language-specific fine-
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tuning, and inference-time strategies like KNN-MT,
have demonstrated notable improvements in trans-
lation quality. For instance, (Ju et al., 2024) ob-
served that such enhancements consistently im-
proved BLEU scores, reinforcing the value of aug-
menting training with back-translation and model
averaging techniques. mBART (Chipman et al.,
2022) and mBART-large-50 (Tang et al., 2020) are
used in multilingual setups, where fine-tuning on
filtered corpora, using semantic tools like LaBSE
(Feng et al., 2020) embeddings, showed limited
gains due to poor back-translation quality and
the morphological complexity of the target lan-
guages (M et al., 2024). IndicBART (Dabre et al.,
2021) is a pre-trained BART model for Indic lan-
guages, specifically trained for Assamese, Ben-
gali, Gujarati, Hindi, Marathi, Odia, Punjabi, Kan-
nada, Malayalam, Tamil, Telugu and English. Re-
cently transformer-based models specialized for
machine translation of Indic languages like Indic-
Trans (Ramesh et al., 2022) and IndicTrans2 (Gala
et al., 2023) are available, which are trained on
largest available Indic language parallel corpora
namely Samanantar and BPCC respectively. Indic-
Trans model was trained for 11 Indic languages
whereas IndicTrans2 was trained for all the 22
scheduled Indian languages. NLLB (Costa-jussa
et al., 2022), a massively multilingual machine
translation model has proven to be a breakthrough
in the high-quality translation of around 200 lan-
guages across the world. MuRIL (Multilingual
Representations for Indian Languages) (Khanuja
et al., 2021), is a multilingual Language Model
specifically built for Indic languages supporting
around 17 languages. MuRIL outperforms multi-
lingual BERT on all NLP tasks.

Recent advances in low-resource machine trans-
lation for Indic languages were explored in the
WMT 2024 shared task (Pakray et al., 2024).

3 Method

We participate in two sub-tasks en<+as and en<>mn
with a total of six translation directions, includ-
ing mn—en, mn<—en, en—as, en<—as, mn—as,
mn<—as. We generate synthetic parallel data using
the pretrained model NLLB-200-Distilled-600M.
The proposed technique includes data preparation,
pre-training, fine-tuning, and model evaluation to
develop the machine translation systems.

3.1 Data Preparation

We used mn<ren (23,688 sentences), en<—ras
(54,000 sentences) parallel data provided by
WMT25 (Kakum et al., 2023; Pakray et al., 2024;
Pal et al., 2023). Since the organizers did not pro-
vide bilingual parallel data for mn<+as, we gen-
erate synthetic parallel data by translating to the
target-language using the pretrained model NLLB-
200-Distilled-600M. Specifically, we used the Ma-
nipuri (mn) side from the bilingual data (mn<>en)
and Assamese (as) side from the bilingual data
(en<»as) to generate target language data i.e., As-
samese (as) and Manipuri (mn) respectively. Both
the synthetic parallel data is then combined to get
a total of 77,688 sentences. After removing empty
sentences, we finally have 77,571 sentences.

For the translation directions that include En-
glish, we used English side from both mn<>en,
en<as parallel data provided by WMT?25 to gen-
erate the target language data i.e., as and mn re-
spectively. Combining the synthetic parallel data
we get 77,688 sentences and after removing empty
sentences, we have 77,681 sentences.

Language Pair  Sentences
mn<-as 77,581
mn<>en 77,681
en<—+>as 77,681

Table 1: No. of sentences for each language pair

Lang. Token Unique Token Avg. word length
mn 1,614,626 93,910 5.70
en 1,272,380 46,404 4.66
as 1,131,164 85,098 5.10

Table 2: Token statistics for each language corpus

3.2 Pre-training

Starting with NLLB-200-Distilled-600M, a pre-
trained multilingual model as the base architecture.
We perform additional training with the synthetic
data, adapting the model’s parameters to each spe-
cific language pair.

3.3 Fine-Tuning

The AutoTokenizer from the NLLB-200-Distilled-
600M model was used to tokenize the inputs. We
took the training data and fine-tuned it on NLLB-
200-Distilled-600M for the translation settings
from Manipuri to Assamese, Manipuri to English
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and English to Assamese. To train (fine-tune)
the NLLB-200-Distilled-600M model, 2 epochs
with a learning rate of 2e-5 is set. The 2 epochs
will help the model to pass through the entire
training dataset 2 times and the learning rate (2e-
5) is used to specialize the translation and re-
tain its general knowledge. Using the same train-
ing parameters, we trained three fine-tuned mod-
els: Manipuri-English, English-Assamese, and
Manipuri-Assamese model.

3.4 Model Evaluation

BLEU (Papineni et al., 2002) has been a stan-
dard and widely used metric for evaluating transla-
tion quality and ChrF (Popovié, 2015) represents a
promising metric for automatic evaluation of ma-
chine translation output. Table 3 shows the evalua-
tion scores of our fine-tuned model while Table 4
shows the evaluation scores of the base NLLB-200-
Distilled-600M model. The comparison shows that
the fine-tuned model achieves better results than
the base model in certain metrics.

mn-as mn-en en-as

Translation BLEU 45.6 70.3 54.1
ChrF 374 3.1 76.1

Back-Translation BLEU 41.1 8.0 27.1
ChrF 29.0 3.1 55.0

Table 3: Evaluation scores for the Fine-tuned model

mn-as mn-en en-as
Translation BLEU 10.0 23.0 40.0
ChrF 45.0 55.0 74.0
Back-Translation BLEU 5.0 8.0 28.0
ChrF 35.0 43.0 58.0

Table 4: Evaluation scores for the base NLLB-200-
Distilled-600M model

Metric mn—en en—as
BLEU 7.346 16.105
METEOR 0.463 0.406
ROUGE-L 0.479 0.003
ChrF 48.783 55.702
TER 103.197 68.324

Table 5: WMT?25 evaluation scores for normal transla-
tion direction

Table 5 and 6 give the WMT?25 evaluation scores
using the fine-tuned model for the translation and

Metric mn<—en en<—as
BLEU 3.151 15.020
METEOR 0.113 0.603
ROUGE-L 0.008 0.605
ChrF 37.512 59.374
TER 132.054  75.247

Table 6: WMT25 evaluation scores for back-translation
direction

back-translation respectively, as released by the
organizers.

3.5 Model Output

We use the three fine-tuned models (Manipuri-
English, English-Assamese, and Manipuri-
Assamese) to perform translation and back-
translation testing. The following results are
observed.

Input (Manipuri): =nffm «@=T =@ Agf @@ WEM TN TEEST @nIg At @i
Output (English): Aamir Khan says he had joint therapy with his sister Ira .

Figure 1: Translation mn—en

English: Priyanka Chopra shares adorable photo with daughter on Instagram.
Assamese: fEes @ie3 TS SN Gito OF YA WO UM !

Figure 2: Translation en—as

Input (English): The input and the output doesn't match.
Output (Manipuri): 5990 =wqe @%b = wEm

Figure 3: Back Translation en—mn

Assamese: T=EE a% wA cfew @owTE HfeT OF & o

English back-translation: This is the time of year when they become nutritious .

Figure 4: Back Translation as—en

Input text (Manipuri): SFWE! &l wwm cuAE &F FEERN @ TwesTer e SwAtATRE WA S WEwe (=it
TANESE ) 58 |

Translated text (Assamese): SUWH Al T (WAIH WS RefonEaa 7'z INewe wafEs @A HET TN &
b (TETAHRSR) T FAT FI

Figure 5: Translation mn—as

Original Assamese: 4 f=® (FIAT M (FIOG10 (FH TN (G607 Foro 10 o7 9 R |
Back-translated Manipuri: (NS SHI SICARI (FAq10 (5 SINGl NN ACFLAI M3fEE Fhar e

Figure 6: Back Translation as—mn

From the observation, Figure 1, 2, and 5 show
that the fine-tuned model works well for translation.
Similarly, Figure 3, 4, and 6 show test results for
back-translations using the three fine-tuned models.
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4 Conclusion and Future Work

In this paper, we describe low-resource Indic lan-
guage translation shared task. We participated
in two sub-tasks with a total of six translation
directions. Experimental results show that our
method improves over the base pretrained model.
The fine-tuned model (mn-en, en-as) achieved
BLEU (7.346) in mn—en while BLEU (16.105)
is achieved in en—as. But for back translation
(en—mn, en—as), the model achieved BLEU
(3.151) and BLEU (15.020) respectively. From
the Model Output Section, we can see how the
model performs. Our experiment confirms that
back translation for low resource languages still
remains challenging due to the morphological com-
plexity and data scarcity.

In future, we can explore semantic filtering tech-
niques and ensemble NLLB with other pre-trained
models.
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