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Abstract
In this work, we present our submissions to
the unconstrained track of the System subtask
of the WMT 2025 Creole Language Transla-
tion Shared Task. Of the 52 Creole languages
included in the task, we focus on translation
between English and seven Lusophone Cre-
oles. Our approach leverages known strategies
for low-resource machine translation, including
back-translation and distillation of data, fine-
tuning pre-trained multilingual models, and
post-editing with large language models and
lexicons. We also demonstrate that adding high-
quality parallel Portuguese data in training, ini-
tialising Creole embeddings with Portuguese
embedding weights, and strategically merging
best checkpoints of different fine-tuned models
all produce considerable gains in performance
in certain translation directions. Our best mod-
els outperform the baselines on the Task test set
for eight out of fourteen translation directions.
When evaluated on decontaminated test sets,
they surpass the baselines in all directions.

1 Introduction

The introduction of the first Shared Task for Cre-
ole language machine translation (MT) (Robinson
et al., 2025) is emblematic of the increased atten-
tion that Creole languages have received in the field
of Natural Language Processing in recent years,
both as individual languages (Robinson et al., 2022;
Dabre et al., 2014; Lent et al., 2021; Dabre and
Sukhoo, 2022; Rowe et al., 2025) and in multilin-
gual modeling efforts (Robinson et al., 2024; Lent
et al., 2024). Building on the latter, this Shared
Task covers over 50 Creole languages from a range
of geographical and linguistic contexts. Some are
relatively high-resourced; for example, Haitian Cre-
ole and Papiamento are supported in Google Trans-
late and many others are institutionalised as official
or educational languages (Robinson et al., 2024).
Others are extremely low-resource languages or
even critically endangered or extinct.

The Shared Task invites submissions of data and
systems serving MT between any of the Creole lan-
guages and either English or French, with the exist-
ing Kreyòl-MT (Robinson et al., 2024) and Creole-
Val (Lent et al., 2024) translation models serving
as baselines. In this submission, we develop sys-
tems to translate between English (eng) and seven
Lusophone1 Creoles: Angolar (aoa), Annobonese
(fab), Guinea-Bissau Creole (pov), Kabuverdianu
(kea), Papiamento (pap), Principense (pre) and
Sãotomense (cri).2 This set includes relatively
high-resource Creoles (like pap and kea) and ex-
tremely low-resource ones (like aoa, fab and pre).

In our submission, we utilise known strategies
for low-resource MT as well as techniques de-
signed to leverage the linguistic relationship be-
tween our seven Creoles of focus and Portuguese
(por). In particular, we contribute the following:

• We collate additional parallel and monolin-
gual data for pap, pov, kea and cri (Sec-
tions 3.1.2 and 3.1.3).

• We augment the training data with high-
quality parallel eng-por data, synthetic par-
allel data created via back-translation, and
distilled data created via forward-translation
(Section 3.2).

• We fine-tune three pretrained multilingual
base models with different combinations of
data and initialisation strategies (Section 4.2).

• We apply model merging to further improve
translation performance (Section 4.3).

• We post-edit system outputs using LLMs and
bilingual lexicons, improving performance for
five translation directions (Section 4.4).

We release our code in our Github repository.3

1Creoles which are related to Portuguese.
2We focus on translation between these seven Creoles and

English due to availability of test data, but future work could
expand to Creole–Portuguese translation.

3https://github.com/JacquelineRowe/EdinHelsOW
_CreolesMT. Due to the copyright terms of most of our data
sources, we do not publicly share our dataset. It is available

mailto:jacqueline.rowe@ed.ac.uk
https://github.com/JacquelineRowe/EdinHelsOW_CreolesMT
https://github.com/JacquelineRowe/EdinHelsOW_CreolesMT
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2 Related Work

Robinson et al. (2024) release four versions of
Kreyòl-MT (KMT), a translation model which sup-
ports all seven of our Creole languages of focus.
The four versions are created by training on both
public and private datasets, and training both from-
scratch and fine-tuning an existing model. For fine-
tuning, they use many-to-many (m2m) mBART-
50 (Tang et al., 2021), a multilingual version of
mBART (Liu et al., 2020) fine-tuned for translation
between 50 languages, as the base model. mBART
is a sequence-to-sequence denoising auto-encoder
pre-trained on large-scale monolingual corpora in
many languages using the BART objective (Lewis
et al., 2020). Lent et al. (2024) also fine-tune m2m
mBART-50 on a different set of Creole languages
including pap.

While the models released in Robinson et al.
(2024) and Lent et al. (2024) are the strongest base-
lines for MT for Creoles in general, some of our
seven languages of focus are also included in other
prior work on MT. The No Language Left Behind
(NLLB) translation model excels at translation of
low-resource languages, and supports pap and kea
(as well as three other Creoles not included in our
study) (NLLB Team et al., 2022). The training data
curated as part of the NLLB effort include less than
10 bitexts for each Creole, but 28M monolingual
sentences in pap and 300k in kea. The FLORES-
200 evaluation dataset was also translated into both
Creoles in this context.

Both kea and pap are featured in PanLex,4 a
massive, open-access online lexicon covering over
5,000 languages (Kamholz et al., 2014); but only
pap is supported in GATITOS, a smaller, higher-
quality parallel lexicon for low-resource languages
developed by Jones et al. (2023). These lexical
resources have been used to improve low-resource
MT performance for Creoles. Following prior work
using LLMs to post-edit machine translation sys-
tem outputs to correct errors (Xu et al., 2024; Chen
et al., 2024; Hus et al., 2025), Nielsen et al. (2025)
showed that including the entire GATITOS lexi-
con in such post-editing prompts can improve ChrF
scores and reduce lexical confusion, including for
pap-eng MT. Similarly, Hus and Anastasopoulos

to academic researchers for non-commercial purposes upon
request; please contact the lead author for license agreement
and access.

4At the time we conducted our study, PanLex was not
accessible online and so we did not use this resource for kea
in our work.

(2024) showed improvements of over 15 ChrF++
in eng-kea MT by post-editing using an LLM with
prompts including parallel words and sentences
extracted from the kea PanLex dataset.

The question of how training data from related
languages can improve MT for Creoles remains
open (Lent et al., 2022). Ma et al. (2025) showed
that the speech foundation model Whisper (Rad-
ford et al., 2023) performs surprisingly well on kea-
eng speech translation (despite having not been
trained on kea speech) when the por language code
is used for decoding, which they hypothesise is
due to pronunciation similarities between the two
languages. Conversely, Fekete et al. (2025) demon-
strated that parameter efficient fine-tuning via lan-
guage adapters improves MT for three Creoles (in-
cluding pap) regardless of whether the adapters
were trained on related languages, unrelated lan-
guages, or even random noise, indicating that lan-
guage adapters improve performance due to regu-
larization rather than cross-lingual transfer.

3 Data

In this section, we briefly describe the data pro-
vided by the task organisers and the additional data
we collect and create for model training. Our novel
data sources are documented in full in Table 6 in
Section A.

3.1 Data Collection

3.1.1 Organiser-Provided Data
To train their models, Robinson et al. (2024) gath-
ered data for 43 Creoles from multilingual datasets,
extracting parallel and monolingual texts from web-
sites, Wikipedia collections, educational materi-
als, religious texts and other sources where avail-
able. Some of their data remains private due to
copyright reasons, but their public training and de-
velopment splits (TrainKMT and ValKMT) form the
official training data for the Shared Task. Robin-
son et al. (2024) also provide a public test split
(TestKMT), which we do not use as training data.5

For our seven Creoles of focus, the publicly
available resources parallel with eng from Robin-
son et al. (2024) vary in size and domain. The
datasets for pov, pre, aoa, cri and fab have be-
tween 170 and 450 parallel aligned sentences from

5While we did not use TestKMT data to train our models, we
did evaluate our models’ performance on this public test split
in order to make modelling decisions, prior to the announce-
ment that the official Shared Task test set would be identical
to TestKMT.

https://dl.fbaipublicfiles.com/fairseq/models/mbart50/mbart50.ft.nn.tar.gz
https://dl.fbaipublicfiles.com/fairseq/models/mbart50/mbart50.ft.nn.tar.gz
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educational materials, collected from the APiCS
corpus (Michaelis et al., 2013). In contrast, the par-
allel datasets for kea and pap are larger and more
diverse, both drawing data from FLORES-200 dev
and NLLB train (NLLB Team et al., 2022) as well
as APiCS (Michaelis et al., 2013). The public pap
dataset6 also includes bitexts from the Online li-
brary of The Church of Jesus Christ of Latter-day
Saints7, LegoMT (Yuan et al., 2023), Tatoeba8, and
Wikipedia, as well as a bilingual lexicon.9 Parallel
sentences with languages other than eng are avail-
able for pap and kea, but we include only parallel
data with eng.

3.1.2 Additional Parallel Data

To augment the official task data, we collect ad-
ditional data parallel with eng for pap, pov and
kea.10 As is common with low-resource languages,
much of the publicly-available parallel data sources
we could find for each language are religious in na-
ture (Siddhant et al., 2022). We collect aligned
Bible verses (pap and pov) and aligned sentences
from available editions of Jehovah’s Witnesses
Watchtower (JWW) series11 (pap, pov and kea).
We also collect non-religious parallel sentences
from a random sentence generator (pap), an article
about internet access (pov), and the glosses from a
por-pov bilingual dictionary (we translate the por
glosses into eng using Google Translate).

Portuguese Since our focus is on Lusophone Cre-
oles, we hypothesise that adding high-quality eng-
por data can improve transfer learning. We down-
load the eng-por Tatoeba Translation Challenge
Dataset (Tiedemann, 2020), which is a collection
of all data in OPUS, shuffled and deduplicated.
We use the corresponding Bicleaner-AI (Zaragoza-

6The private pap-eng dataset (used for model training but
not publicly released) includes additional parallel data from
CreoleVal (Lent et al., 2024), a textbook, the JHU bible corpus
(McCarthy et al., 2020), the QED corpus (Lamm et al., 2021)
and Ubuntu texts from the OPUS corpus.

7https://www.churchofjesuschrist.org/study?la
ng=pap. This dataset was shared directly by the organisers as
it is not on HuggingFace yet.

8https://tatoeba.org/en/downloads
9https://www.scribd.com/document/119363393/Pa

rleremo-English-Papiamento-Papiamento-English-D
ictionary-1ed

10We later found small parallel resources for aoa, fab and
pre; while it was too late to include these sources in our model
training, we list these sources in Table 6 for future reference.

11JWW is a monthly Bible study resource which is mostly
about religious matters but also includes some discussion of
more general topics.

Bernabeu et al., 2022) scores12 to aggressively filter
the dataset. Bicleaner-AI is a neural metric that es-
timates how likely it is that a sentence pair is a
translation. We keep only sentence pairs with a
Bicleaner-AI score of 1.0 to ensure high quality,
leaving us with a seed dataset of 112k sentences
(representing 0.03% of the total Tatoeba dataset).

3.1.3 Additional Monolingual Data
We also collect monolingual Creole data, including
a high school textbook (kea), a blog series (kea),
glosses from an unpublished monolingual dictio-
nary (pov) and transcriptions of a documentary
(pov). The JWW Series (see Section 3.1.2) in cri
is hosted on a different website from the eng, pap,
pov and kea versions; as this makes it impossible
to align the cri data with the eng data, we instead
collect JWW as a monolingual resource for cri.

3.1.4 Lexicons
In order to experiment with post-editing with LLMs
and lexicons, as demonstrated in Nielsen et al.
(2025), we collect bilingual lexicons for each of our
seven Creoles of focus. For aoa, we could not find
a publicly-available lexicon, and instead manually
curate a small set of parallel lexical items using
word-aligned entries from IMT Vault.13 For pap,
we use both the GATITOS lexicon (Jones et al.,
2023) and a newly collected traditional lexicon.

3.2 Synthetic Data
We backtranslate all sources of monolingual data
into eng using the KMT model that scores the high-
est ChrF on the KMT test set for that language
pair.14 We also use kreyol-mt (the single best
KMT model) as a ‘teacher’ model, using it to for-
ward translate the eng sentences from the pap, kea,
pov and cri parallel datasets into each Creole via
Sequence-Level Distillation (Seq-KD) (Kim and
Rush, 2016).15 These distilled datasets allow us to
train models which better imitate the distribution
output of the KMT model at sentence-level.

12https://github.com/Helsinki-NLP/Tatoeba-Cha
llenge/blob/d34a89ac102fd236503a1911dd1050564bf4
e682/BicleanerScores.md

13https://imtvault.org/?languageiso6393%5B0%5D
=aoa

14kreyol-mt for cri and kea; kreyol-mt-pubtrain for
pap and pre; and kreyol-mt-scratch for pov. We used the
publicly available TestKMT set to select which models to use
for back-translation before realising that the Shared Task test
set would be identical to the publicly available test set.

15We do not use distillation for aoa, fab and pre because
the KMT model demonstrates ChrF scores which are too low
to generate reasonable forward translations.

https://archive.org/details/PapiamentuTextbook/mode/2up
https://object.pouta.csc.fi/OPUS-Ubuntu/v14.10/moses/en_GB-ht.txt.zip
https://www.churchofjesuschrist.org/study?lang=pap
https://www.churchofjesuschrist.org/study?lang=pap
https://tatoeba.org/en/downloads
https://www.scribd.com/document/119363393/Parleremo-English-Papiamento-Papiamento-English-Dictionary-1ed
https://www.scribd.com/document/119363393/Parleremo-English-Papiamento-Papiamento-English-Dictionary-1ed
https://www.scribd.com/document/119363393/Parleremo-English-Papiamento-Papiamento-English-Dictionary-1ed
https://huggingface.co/jhu-clsp/kreyol-mt
https://github.com/Helsinki-NLP/Tatoeba-Challenge/blob/d34a89ac102fd236503a1911dd1050564bf4e682/BicleanerScores.md
https://github.com/Helsinki-NLP/Tatoeba-Challenge/blob/d34a89ac102fd236503a1911dd1050564bf4e682/BicleanerScores.md
https://github.com/Helsinki-NLP/Tatoeba-Challenge/blob/d34a89ac102fd236503a1911dd1050564bf4e682/BicleanerScores.md
https://imtvault.org/?languageiso6393%5B0%5D=aoa
https://imtvault.org/?languageiso6393%5B0%5D=aoa
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt-pubtrain
https://huggingface.co/jhu-clsp/kreyol-mt-scratch
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3.3 Data Pre-processing

We use all novel collected data for training and
evaluation, except the bilingual lexicons which we
reserve for post-editing experiments. We first re-
move any pairs of parallel sentences from our novel
datasets where either the source (src) or target
(tgt) sentence is in that language pair’s TestKMT
dataset, to ensure we do not train on any test data.
We then split out 10% of our novel cri, kea, pap
and pov data (up to a limit of 1,000 sentences) for
both validation and test data. We combine our train-
ing and validation splits with TrainKMT and ValKMT
respectively, but keep TestKMT separate from our
own test data (TestOurs) for evaluation purposes.

To clean each data split, we remove duplicates,
empty or identical src/tgt pairs, and pairs where
src or tgt have more than 150 or fewer than three
words. We also discard pairs where the ratio of the
length of the src to the tgt sentence is unusually
high or low, following Robinson et al. (2024). Fi-
nally, we normalise special characters like quotes,
dashes, and Unicode Hex codes.

We noted that several sentences16 from TrainKMT
and ValidationKMT included multiple eng glosses
for a single Creole sentence. For example, the cri
sentence “Ê tava ka vivê ni Libôkê.” has the eng
gloss “He was living in Libôkê. OR: He used to live
in Libôkê.” To reduce ambiguity at train time, we
split each of these double glosses into two separate
eng sentences. For TrainKMT, we duplicate each
Creole sentence and use each eng gloss to create
two pairs of parallel sentences; for ValidationKMT,
we retain only the first gloss as the eng translation
of each Creole sentence.

Table 1 shows the combined dataset sizes after
pre-processing. For complete details on the train,
validation, and test splits for each language, includ-
ing both our data and the organizer-provided data
before and after cleaning, see Tables 7, 8 and 9.

Train Val. TestKMT TestOurs All

pap 105,805 1,085 1,967 1,000 109,857
pov 43,699 1,027 33 1,000 45,759
kea 9,438 1,084 163 1,000 11,685
cri 1,376 189 33 155 1,753
pre 105 36 36 0 177
aoa 71 35 39 0 145
fab 61 31 38 0 130

Table 1: Numbers of Parallel Sentences (with eng) for
each language pair, ordered by size of dataset.

16Specifically, those collected from the APiCS data source.

4 Models

To create our MT systems, we fine-tune the three
multilingual pre-trained translation models de-
scribed in Section 2: KMT (Robinson et al., 2024),
mBART-50 (Tang et al., 2021), and NLLB (NLLB
Team et al., 2022). We explain our approach for
fine-tuning each model below, listing additional
training configuration details in Appendix E.

4.1 Baselines

The baseline models specified by the organisers
for the unconstrained track of the Systems Subtask
were CreoleM2M (Lent et al., 2024) and kreyol-mt
(Robinson et al., 2024).17 Both were created by
fine-tuning m2m mBART-50 (Tang et al., 2021)
on private datasets. While CreoleM2M performs
slightly better than kreyol-mt on pap-eng and
eng-pap translation, it does not support our other
six Creoles of focus, and so for simplicity we use
kreyol-mt as our experimental baseline.

4.2 Our Models

Fine-tuned KMT We first explore whether we
can improve the performance of the baseline
kreyol-mt model18 by fine-tuning it further on our
datasets using PyTorch Lightning (Falcon and team,
2019). We use kreyol-mt’s existing language tags
and embeddings for each Creole.19 Like mBART-
50, kreyol-mt has 611M parameters and a Senten-
cePiece (Kudo and Richardson, 2018) vocabulary
of 250k subwords.

Fine-tuned mBART-50 We then explore
whether we can recreate our own version of
kreyol-mt by fine-tuning the m2m version of
mBART-50 on our novel datasets using Fairseq (Ott
et al., 2019). As the English-centric many-to-one
(m2o) and one-to-many (o2m) versions of
mBART-50 have been shown to outperform their
m2m counterpart (Liu et al., 2020), we also use
these models for fine-tuning. All three mBART-50

17While these baselines were listed on the Shared Task
website, organisers clarified afterwards that kreyol-mt has
been trained on portions of text from TestKMT, and that the
intended baseline was, in fact, kreyol-mt-pubtrain.

18We chose to fine-tune kreyol-mt without realising that
its training data included text from the public TestKMT set. The
results of these models on TestKMT are therefore inflated.

19We note that kreyol-mt was trained with src language
tags appended to the end of each training src sentence (in
contrast to traditional mBART-50 language tagging in which
the src tag is prepended to the beginning of the src sentence).
We replicate the kreyol-mt tagging system for tokenising the
training, validation and test data.

https://huggingface.co/AAU-NLP/CreoleVal-CreoleM2M
https://huggingface.co/jhu-clsp/kreyol-mt
https://dl.fbaipublicfiles.com/fairseq/models/mbart50/mbart50.ft.nn.tar.gz
https://huggingface.co/AAU-NLP/CreoleVal-CreoleM2M
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://dl.fbaipublicfiles.com/fairseq/models/mbart50/mbart50.ft.nn.tar.gz
https://dl.fbaipublicfiles.com/fairseq/models/mbart50/mbart50.ft.n1.tar.gz
https://dl.fbaipublicfiles.com/fairseq/models/mbart50/mbart50.ft.n1.tar.gz
https://dl.fbaipublicfiles.com/fairseq/models/mbart50/mbart50.ft.1n.tar.gz
https://dl.fbaipublicfiles.com/fairseq/models/mbart50/mbart50.ft.nn.tar.gz
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt-pubtrain
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt


1170

models share the same SentencePiece (Kudo and
Richardson, 2018) vocabulary of 250k subwords.
We repurpose existing language tags for our
unseen language pairs following Robinson et al.
(2024), initialising their embeddings randomly.
To compensate for the imbalance in dataset sizes
across languages, we use temperature-based
sampling with τ = 2, which increases the relative
sampling probability of low-resource languages
and promotes more balanced training.

Fine-tuned NLLB As a state-of-the-art transla-
tion model designed specifically to perform well
on low-resource languages, NLLB (NLLB Team
et al., 2022) is also commonly fine-tuned for un-
seen language pairs in specific translation contexts
(Ebrahimi et al., 2023; De Gibert et al., 2025). The
largest NLLB model is a 54.5B parameter sparsely-
gated mixture of experts model; we use two smaller
distilled versions of this model (distilled-1.3B
and distilled-600M) for our experiments. While
pap and kea are already supported in NLLB, we
add additional language tags for the other five lan-
guages and initialise their embeddings randomly.
We use PyTorch Lightning for training as described
for fine-tuning kreyol-mt, except for fine-tuning
NLLB where we implement a maximum of 30 train-
ing epochs to keep total training time feasible.

Fine-tuning Experiments We first fine-tune
kreyol-mt, the three different versions of mBART-
50 and the two different versions of NLLB on
our dataset for three translation directions; all
Creoles into eng (XX-eng), eng into all Creoles
(eng-XX), and both of these directions simultane-
ously (XX-XX). We select the best overall setup for
each of the three base models for translation both
into and out of eng, and then repeat each of those
best setups for the following experiments:

1. Initialising embeddings for Creole language
tags with existing embeddings in each model
for por, instead of using existing Creole em-
beddings (for kreyol-mt models) or random
initialisation (for NLLB and mBART-50).20

2. Including eng-por or por-eng as an addi-
tional training direction, leveraging the high-
quality parallel data collected from Tatoeba
(see Section 3.1.2).

3. Using kreyol-mt distilled data (see Sec-
tion 3.2) as target side translations for fine-

20For NLLB, as pap and kea are already supported lan-
guages in the pre-trained model, we do not reset the embed-
ding weights for these language tags in the same fashion.

tuning on pap, kea, pov and cri.
For each of these fine-tuned models, we find the

checkpoint with the highest scores across all lan-
guages on the validation set, and then use this best
checkpoint to evaluate that model’s performance
on TestKMT. Where any two experimental settings
show improvements on the basic setup for a given
base model, we also combine them together.

4.3 Model merging

To obtain most of our final models we applied
model merging using Arcee’s MergeKit framework
(Goddard et al., 2024), specifically the linear
method (Wortsman et al., 2022). We define three
different merging strategies: (i) averaging different
checkpoints of the same training run, (ii) merging
different (our) models or (iii) merging our models
with the kreyol-mt baseline model (i.e. federated
learning, as the training set of kreyol-mt is not
public). While the two first options were applied
to fine-tuned mBART-50 and NLLB models (de-
scribed in Section 4.2), the last option was applied
to the fine-tuned KMT models (Section 4.2). In
our experiments we merge between 3 and 5 check-
points, mostly from our internal finetuned models
(selecting based on best-performance on the valida-
tion dataset for specific language pairs), but also –
in the case of (iii) – external models. We note that
most of the time, this procedure meant averaging
three last checkpoints of our finetuned models.

4.4 Post-editing

With the lexicons we collected for each Creole and
the system outputs of the best models for each lan-
guage pair on the TestKMT dataset, we implement
post-editing with three LLMs; Gemini 1.5 Pro, Mis-
tral Large 2.1 and Open AI’s GPT 3.5 Turbo.21 Fol-
lowing Nielsen et al. (2025), our first prompting
strategy (P1) includes only the source sentence and
the system translation, while our second prompting
strategy (P2) includes the translations as well as the
entire lexicon for the relevant language pair. For
each of these two strategies, we experiment with
using the exact prompt proposed in Nielsen et al.
(2025) as well as our own prompt construction. All
four prompts are listed in full in Table 11 in Sec-
tion B. For pap, we repeat the experiment with both
the traditional bilingual lexicon and the GATITOS
lexicon (Jones et al., 2023).

21Due to resource limitations, we did not use the paid Open-
AI model to post-edit the pap TestKMT dataset, which is over
ten times as long as the test sets for the other six languages.

https://huggingface.co/facebook/nllb-200-distilled-1.3B
https://huggingface.co/facebook/nllb-200-distilled-600M
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://cloud.google.com/vertex-ai/generative-ai/docs/models/gemini/1-5-pro
https://huggingface.co/mistralai/Mistral-Large-Instruct-2411
https://huggingface.co/mistralai/Mistral-Large-Instruct-2411
https://platform.openai.com/docs/models/gpt-3.5-turbo
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ID XX→eng eng→XX

pap pov kea cri pre fab aoa all pap pov kea cri pre fab aoa all

kreyol-mt 75.1 89.0 94.0 83.1 10.6 11.3 11.0 53.4 66.4 91.8 91.8 80.0 8.38 6.65 8.56 50.5

KMT1 75.4 69.2 91.1 73.5 31.8 14.7 19.9 53.7 68.0 56.4 71.2 64.2 19.4 12.9 17.5 44.2
A. + por embeddings 75.9 68.0 89.6 66.3 32.7 15.2 19.0 52.4 66.9 61.4 74.5 45.7 18.7 14.0 17.6 42.7
B. + por data 75.6 68.7 89.8 67.3 29.7 14.7 19.3 52.2 67.6 56.2 70.4 55.2 21.5 12.1 17.6 42.9
C. + distilled data 73.1 75.5 89.7 80.1 25.3 13.7 18.0 53.6 65.6 66.6 84.5 75.0 0.0 0.0 0.0 41.7
D. + A + C 71.8 72.5 86.5 64.5 36.9 15.4 18.3 52.3 63.0 71.9 81.6 52.5 16.6 12.3 15.5 44.8

MB1/MB2 76.1 49.6 63.3 33.9 50.7 20.8 26.7 46.2 73.1 32.4 44.1 26.5 26.4 17.0 28.3 35.4
A. + por embeddings 76.4 50.0 63.5 32.9 50.2 20.1 27.3 45.8 73.1 33.4 43.1 25.6 27.2 17.5 26.0 35.1
B. + por data 75.6 50.4 63.3 34.9 47.7 22.1 27.9 46.0 71.3 29.6 40.1 21.7 28.6 17.5 25.2 33.4
C. + distilled data 74.4 50.8 62.2 36.6 43.9 20.4 25.2 44.8 71.3 36.7 39.1 22.0 23.9 15.3 20.1 32.6
D. + A + B 75.6 54.0 63.2 35.9 48.4 19.4 27.1 46.2 71.5 29.3 39.5 22.2 24.1 17.1 24.8 32.6

NLLB1/NLLB2 83.3 55.5 70.5 24.8 35.6 20.4 21.0 44.4 77.1 52.5 56.3 28.1 23.4 18.4 24.6 40.1
A. + por embeddings 82.6 51.3 68.2 27.0 39.9 20.3 20.2 44.2 74.2 49.5 52.5 24.8 24.2 14.9 20.9 37.3
B. + por data 83.1 49.9 68.6 24.0 37.9 20.7 25.1 44.0 75.5 53.0 56.6 31.9 28.3 16.2 18.4 40.0
D. + A + B 83.0 49.7 72.0 24.6 31.4 20.6 19.5 43.0 77.3 53.8 56.7 26.1 26.0 18.4 22.0 40.0

Table 2: Results of fine-tuning experiments (A) initialising language embeddings with por embeddings; (B) adding high-quality
por data to training data; (C) using distilled data as training data for pap, kea, pov and cri, and (D) any relevant combinations
of the three conditions. Results calculated on TestKMT dataset, using single best checkpoint for each model (as evaluated on
validation set). Results in bold indicate best results for that language pair out of all experimental settings for that base model;
highlighted results are best out of all fine-tuned models (green = beats kreyol-mt baseline).

5 Results and Discussion

In this section, we report and discuss the results of
our fine-tuning experiments, model merging and
post-editing with LLMs. All results are calculated
using the ChrF metric22 (Popović, 2015) imple-
mented in the SacreBLEU library (Post, 2018).23

Fine-tuning We find through initial fine-tuning
on our dataset that the best overall models for
translation into eng are kreyol-mt fine-tuned for
XX-XX translation (KMT1), mBART-50 m2m fine-
tuned for XX-eng translation (MB1) and NLLB
distilled-1.3B fine-tuned for XX-eng transla-
tion (NLLB1). We find the best overall models for
translation out of eng are kreyol-mt fine-tuned for
XX-XX translation (KMT1), mBART-50 o2m fine-
tuned for eng-XX translation (MB2) and NLLB
distilled-1.3B fine-tuned for eng-XX transla-
tion (NLLB2). For each of these best setups, we
then implement our initial set of experiments by
retraining each model using por embeddings, por
data or distilled data, and then the combinations of
the two best settings for each base model.

The results in Table 2 show that different strate-
gies work best for different base models, directions
and language pairs – there is no single experimen-
tal setting that shows across-the-board advantages.
NLLB-based models (NLLB1/NLLB2) show the
strongest performance on translation to and from
pap, which is not surprising given that this is one

22Note that we use ChrF but the official Shared Task pro-
ceedings uses ChrF++.

23nrefs:1|case:mixed|eff:yes|nc:6|nw:0|
space:no|version:2.5.1

of NLLB’s supported languages and that the model
has seen large amounts of pap data during pre-
training. However, using distilled data does not
improve the NLLB1/NLLB2 results for pap nor
any other language pairs, therefore we exclude the
results for this setting. The mBART-50-based mod-
els (MB1/MB2) outperform the other fine-tuned
models on aoa, fab and pre, except for eng-fab
translation. Their high performance on these lan-
guages (the lowest-resourced in the set) is likely
due to the temperature sampling strategy utilised
in our fine-tuning setup for mBART. Conversely,
the fine-tuned kreyol-mt model (KMT1) performs
better than the other fine-tuned models on kea, pov
and cri in both translation directions, particularly
when training on distilled data.

Our best model for kea, pov and cri (fine-tuned
kreyol-mt) does not beat the kreyol-mt base-
line in these languages, so we experiment further
with fine-tuning kreyol-mt. We therefore repeat
the three experiments while fine-tuning kreyol-mt
only for one translation direction at a time (XX-eng
or eng-XX), as well as fine-tuning on only the
highest-resource languages (cri, pov, kea and
pap). To further improve scores, we find each
model’s best checkpoint for each language pair
on the validation set and then use this checkpoint
to translate TestKMT for that language pair. Any of
these new models which improve on our previous
best results for a given language pair are included in
Table 13 in Section D, along with the per-language
checkpointed scores for the other best models per
language pair from Table 2.

https://huggingface.co/jhu-clsp/kreyol-mt
https://dl.fbaipublicfiles.com/fairseq/models/mbart50/mbart50.ft.nn.tar.gz
https://huggingface.co/facebook/nllb-200-distilled-1.3B
https://huggingface.co/jhu-clsp/kreyol-mt
https://dl.fbaipublicfiles.com/fairseq/models/mbart50/mbart50.ft.1n.tar.gz
https://huggingface.co/facebook/nllb-200-distilled-1.3B
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
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XX→eng eng→XX

ID pap pov kea cri pre fab aoa all ID pap pov kea cri pre fab aoa all

kreyol-mt 75.1 89.0 94.0 83.1 10.6 11.3 11.0 53.4 66.4 91.8 91.8 80.0 8.38 6.65 8.56 50.5

H1 73.9 57.4 67.4 36.4 55.3 28.2 35.1 50.5 H4 66.2 67.5 90.4 78.3 0.0 0.0 0.0 43.2
H2 84.4 68.3 72.3 37.6 39.5 22.3 21.9 49.6 H5 77.6 52.5 57.1 27.3 27.8 18.7 25.9 41.0
H3 76.8 80.9 93.6 82.3 24.0 12.7 19.1 55.6 H6 59.3 73.7 76.0 47.0 16.9 10.2 14.3 42.5
H4 73.9 81.4 92.9 76.3 22.9 13.7 17.8 54.1

Table 3: Results of model merging, calculated on TestKMT dataset. Results in bold indicate best results for that language pair
across all merged models; highlighted results are better than all other fine-tuned models (green = beats kreyol-mt baseline).

For translation into eng, fine-tuning kreyol-mt
for XX-eng translation only gave best results
for kea-eng and cri-eng (KMT2). Fine-tuning
kreyol-mt for XX-XX translation but with distilled
data and only with the higher-resource Creoles
(pap, pov, kea and kea) improved results for pov-
eng translation (KMT3). For translation out of eng,
fine-tuning kreyol-mt for eng-XX translation only
gave best results for eng-kea and eng-pov, using
distilled data for the former (KMT4) and distilled
data plus initialisation with por embeddings for
the latter (KMT5). Despite these improvements,
no models beat kreyol-mt scores for pov, kea and
cri in either translation direction; and KMT1C
remains our best-performing model for eng-cri.

Model Merging We create a total of six new
models by merging different combinations of our
fine-tuned and base models. Results across all lan-
guage pairs and translation directions are displayed
in Table 3. To improve performance on the lowest-
resource languages (aoa, fab and pre) we first
combine the best checkpoints of MB1B (2 check-
points) and MB1C (3 checkpoints), obtaining the
H1 model. For pap-eng we try averaging the last
three checkpoints of NLLB1 (H2) and for eng-pap
we take the same approach for NLLB2D (H5). For
pov, kea and cri, for XX-eng we try averaging
the last three checkpoints of KMT2, but find no
improvements on our best scores and so exclude
this model from our results. For eng-XX we av-
erage the last three checkpoints of KMT5 (H6),
obtaining a new best-score for eng-pov translation.
Finally, we explore whether incorporating the base
kreyol-mt model directly in the merging can im-
prove scores, combining the last three checkpoints
of KMT2 with kreyol-mt (H3) and the last three
checkpoints of KMT1C with kreyol-mt (H4). Our
six model merges beat our existing best scores on
all language directions except eng-aoa, eng-fab
and eng-pre; yet our new best scores for transla-
tion from and into kea, pov and cri still do not
beat the kreyol-mt baseline.

Post-editing Finally, we take our best models for
each language direction and post-edit their TestKMT
outputs with different LLMs. We include a full list
of results in Table 14 in Section D. In most cases,
the LLM-edited outputs are worse than the original
system outputs, but we obtain modest improve-
ments for fab-eng, eng-fab, pre-eng, eng-pre
and eng-aoa translation. For every translation di-
rection, post-editing with the lexicon gives better
results than post-editing without the lexicon, even
for aoa which has only a small, hand-crafted lex-
icon. For pap, we obtain better results using the
traditional bilingual lexicon than the GATITOS lex-
icon, despite the fact that the GATITOS lexicon
is over three times larger than the former, poten-
tially indicating that the lexical items included in
the former are more useful for this test set domain.

Final models Out of all our finetuning, merging
and post-editing experiments, we select the best
systems to submit to the Shared Task, reporting
the performance of each system on the test set
in Table 4. The first submissions are generated
by the single best model for XX-eng translation
(merged model H3) and eng-XX translation (best
overall checkpoint of MB2, a finetuned mBART-50
model).24 The second submissions are generated
by the best models or checkpoints for each indi-
vidual language pair, except for eng-kea and eng-
cri where there is no better model or checkpoint
than Submission 1. We also include a third sub-
mission for translation directions where the LLM
post-editing resulted in improvements on the sec-
ond submission outputs.

6 Data Contamination

At the end of the Shared Task, Organisers commu-
nicated with us that the kreyol-mt model, one of

24We selected MB2 because, when evaluated on each lan-
guage with the best checkpoint per language, it showed the
highest average performance across all language directions.
However, we realised in hindsight that the best single check-
point across all language pairs was actually from KMT1D.

https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
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XX→eng eng→XX

pap pov kea cri pre fab aoa pap pov kea cri pre fab aoa

kreyol-mt 75.1 89.0 94.0 83.1 10.6 11.3 11.0 66.4 91.8 91.8 80.0 8.38 6.65 8.56

Sub. 1 (H3/MB2) 76.8 80.9 93.6 82.3 24.0 12.7 19.1 73.1 32.4 44.1 26.5 26.4 17.0 28.3
Sub. 2 (best per LP) 84.4 81.4 55.3 28.2 35.1 77.6 73.7 90.4 78.0 41.7 25.7 33.6
Sub. 3 (Sub. 2 + LLM) 57.1 28.7 44.2 26.6 33.6

Table 4: ChrF scores for system submissions from best single models per translation direction (Sub. 1), best models per language
pair (Sub. 2) and best models per language pair + LLM post-editing (Sub. 3) on the TestKMT dataset (Bold = best score, green
highlight = beats kreyol-mt baseline). Unfortunately, XX-eng model outputs for Submission 2 (grey) were not submitted to the
Shared Task due to administrative error.

XX→eng eng→XX

pap pov kea cri pre fab aoa pap pov kea cri pre fab aoa

TestKMT-D

kreyol-mt 68.4 42.8 57.9 37.3 6.00 11.0 10.4 60.3 29.7 51.6 27.4 8.93 5.47 9.55

Submission 1 67.3 50.7 61.9 39.4 26.4 21.9 26.7 48.4 27.3 45.8 36.0 26.0 41.2 46.2
Submission 2 64.4 39.7 - - 60.0 48.4 50.1 59.6 51.3 27.4 40.5 26.5 39.0 31.3

TestOurs

kreyol-mt 39.5 29.8 - - - - - 38.8 20.1 - - - - -

Submission 1 45.8 28.6 - - - - - 26.9 44.2 - - - - -
Submission 2 67.6 46.2 - - - - - 49.5 18.4 - - - - -

Table 5: Results for kreyol-mt baseline model compared to our Submission 1 and Submission 2 models on TestKMT-D and
TestOurs. Bold = best score, green highlight = beats kreyol-mt baseline.

the specified baseline models for the unconstrained
systems track, had been trained on some of the
Shared Task public test data; and the intended base-
line was kreyol-mt-pubtrain. This explains why
kreyol-mt scored so highly on the official test set
for certain language pairs (kea, pov and cri), and
why our models cannot beat it in these directions
despite additional data and modelling efforts.

For our submission, this clarification impacted
our experimental baseline and our finetuned or
merged models which use kreyol-mt as a base
model. This means a substantial proportion of our
submissions were affected.25 To address this, we
re-evaluated both the kreyol-mt baseline and our
Submission 1 and Submission 2 models26 on two
further test sets:

• A decontaminated version of the KMT test
datasets (TestKMT-D) provided by the organ-
isers, with data not seen during training of
either kreyol-mt or kreyol-mt-pubtrain
(see dataset sizes in Table 10).

• TestOurs, which is made of pap and pov data
we collected but did not use for training, in-
cluding data from domains not seen during
training of kreyol-mt (see dataset sizes in

25Specifically, our finetuned and merged models which used
kreyol-mt as a base model included H3, H4, H5 and H6, used
for Submission 1 and Submission 2 for several language pairs.

26Due to resource and time constraints, we were not able to
repeat our LLM-post editing techniques (creating Submission
3) on the new test sets.

Table 7).27

The results (Table 5) show that our Submission 1
and Submission 2 models outperform kreyol-mt
in 12 out of 14 translation directions (all ex-
cept pap-eng and eng-pap) on TestKMT-D. On
TestOurs, our Submissions beat kreyol-mt in all
four translation directions, including pap-eng and
eng-pap. These results provide a more realistic
picture of the performance of the baseline and
our own models on the different language pairs,
without inflation on a contaminated test set. Fur-
thermore, kreyol-mt performs considerably worse
on the FLORES benchmark (Goyal et al., 2022)
for pap and kea (see Appendix C) than on either
TestKMT or TestKMT-D. These results indicate that,
aside from the issue of data contamination, the
kreyol-mt model seems to be heavily overfitted
to KMT-style data and less good at generalising to
novel domains. We note that this may have also
degraded the quality of our backtranslated training
data, since we use three kreyol-mt models to back-
translate monolingual Creole data from different
domains into English (see Section 3.2).

27We split out this test data after synthetically cre-
ating parallel data by using kreyol-mt-pubtrain and
kreyol-mt-scratch models to backtranslate monolingual
data (see Section 3.2). As a result, 13% and 15% of our pap
and pov test sets are made up of synthetic data. We also have
our own test data for kea and cri (see Table 7) but because a
much higher proportion of these splits are synthetic (63% and
100% respectively), we do not evaluate on this data here.

https://huggingface.co/jhu-clsp/kreyol-mt-pubtrain
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt-pubtrain
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt
https://huggingface.co/jhu-clsp/kreyol-mt-pubtrain
https://huggingface.co/jhu-clsp/kreyol-mt-scratch
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7 Conclusion

Our submissions to the WMT 2025 Creoles MT
Systems Subtask utilise a range of known MT
techniques, including fine-tuning three pre-trained
multilingual translation models on both task data
and additional data, merging best models and
checkpoints and post-editing system outputs us-
ing LLMs. While no single fine-tuning, merging
or post-editing strategy emerged as best amongst
all language pairs, we observed considerable gains
over the baseline KMT model performance on the
TestKMT dataset for pap, aoa, fab and pre by com-
bining different approaches, including oversam-
pling the lowest-resource languages in the train-
ing data via temperature sampling. While some
of our results are unreliable due to the fact that
TestKMT is contaminated with kreyol-mt train-
ing data, we demonstrate the robustness of our
model’s performance using alternative test sets,
and show that kreyol-mt appears to be overfitted
to KMT-style data in general. Future work could
explore whether the techniques and strategies we
have utilised here to improve performance are also
useful for other Creole language pairs and across
data from a broader variety of different domains.

Limitations

The official Shared Task test sets for these lan-
guages are identical to the test sets which are pub-
licly available on Hugging Face, meaning that the
gold labels were available at the point of submis-
sion. We ensured that no samples from these
test sets were in our own training data. How-
ever, before we realised that the official test set
would be identical to the public one, we made
modelling and design decisions based on perfor-
mance on the publicly-available test set. For ex-
ample, we selected the best of the four kreyol-mt,
kreyol-mt-pubtrain, kreyol-mt-scratch and
kreyol-mt-pubtrain-scratch models for for-
ward translation and backward translation of our
training data based on their performance on the pub-
licly available test set, both per language and over-
all. We also selected our models for submission
based on their performance on this test set, given
that the gold labels were freely available. This bi-
ases our model development process towards this
particular test set, potentially reducing generalis-
ability or robustness of the overall MT systems and
potentially giving us an advantage in the context of
the Shared Task.

A key limitation of our work is that our mod-
elling decisions and comparisons were initially
guided by the kreyol-mt model, which was mis-
takenly announced as the Shared Task baseline.
The organisers later clarified that this model had
been trained on portions of the TestKMT set, mean-
ing not only that the baseline we were comparing to
was trained on the data we were testing on, but also
that our models which use it as a base model are
also likely inflated. We address this in Section 6 but
reiterate here that the results for our KMT-based
models in Table 2, and the results for H3, H4, H5
and H6 in Table 3 and Table 4 are likely inflated.

In addition, kreyol-mt was trained using a non-
standard tagging scheme, appending src language
tags to the end of source sentences rather than
prepending them as in standard mBART-50. Our
models inherit this convention, which may limit
comparability with other mBART-based systems.
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A Data Collection

Data Type L1 L2 Description Source No. items

Parallel

por eng Tatoeba Translation Challenge Tiedemann (2020) 112,376

pap eng Bible data Bible.com 29,367
pap eng Watchtower Series† The Jehovah’s Witnesses 4,275
pap eng Online Random Sentence Generator Sapaté, na bo sapatu! 5,936

pov eng Bible data Bible.com 29,876
pov eng Watchtower Series The Jehovah’s Witnesses 8,685
pov por Bilingual dictionary gloss sentences Dicionário Bilíngue 1,603
pov eng Article on internet access Open Global Rights 18

kea eng Watchtower Series The Jehovah’s Witnesses 4,273

fab eng Translated stories Hagemeijer et al. (2020) 430

pre por Bilingual dictionary gloss sentences Araújo and Araujo (2013) 81

aoa eng IMT Vault sentences IMT Vault 46

Monolingual

pov - Monolingual dictionary gloss sentences Amarilio Da Mata* 6,930
pov - Documentary Subtitles Language and Society in Guinea-Bissau 254
pov - Song Lyrics Tino Trimó via Letras 177

pap - Song Lyrics Lyrics Translate‡ 5,803

kea - School Textbook Língua e Cultura Cabo-verdiana 10º ano 2,688
kea - Blogposts Odju d’Agu 2,357
kea - Song Lyrics Cesária Évora via Letras 2,317

cri - Watchtower Magazine The Jehovah’s Witnesses 1,554

Lexical

cri por Bilingual Lexicon Dicionário livre santome/português 4,929

pap eng Bilingual Lexicon GATITOS 4,001
pap eng Bilingual Lexicon Parleremo 1,307

pov por Bilingual Lexicon Dicionário Bilíngue 1,983

kea eng Bilingual Lexicon Disonariu Kabuverdianu 1,763

pre por Bilingual Lexicon Araújo and Araujo (2013) 1,684

fab eng Bilingual Lexicon Hagemeijer et al. (2020) 473

aoa eng Bilingual Lexicon IMT Vault§ 68

†Corsou dialect.
‡ We collected only lyrics which were tagged exclusively with the pap language tag and no other language tags.
* This is an unpublished manuscript shared privately with the lead author. Lexical items and their definitions were made into full
sentences for the purposes of model training by appending each lexical item + ‘i’ (is) + definition.
§ For aoa, we could not find an official lexicon and therefore manually curated a small set of parallel lexical items using the
word-aligned entries in the IMT Vault resource.

Table 6: Raw data sources and sizes. Rows shaded in gray were collected too late in the Shared Task period for us
to use for model training, but are included here in case useful for future research.

www.bible.com
https://www.jw.org/en/library/magazines/
https://papiamentu.org/
www.bible.com
https://www.jw.org/en/library/magazines/
https://www.editora.ufpb.br/sistema/press5/index.php/UFPB/catalog/download/705/941/8096-1?inline=1&
https://www.openglobalrights.org/a-language-of-no-importance-the-consequences-of-neglecting-marginalized-languages-in-the-digital-world/
https://www.jw.org/en/library/magazines/
https://imtvault.org/?languageiso6393%5B0%5D=aoa
https://www.youtube.com/watch?v=W9hfMYgttpI
https://www.letras.mus.br/tino-trimo/
https://lyricstranslate.com/en/language/papiamento?t=lyrics
https://minedu.gov.cv/manuais62
http://odjudagu.blogspot.com/search/label/Na%20L%C3%ADngua%20di%20T%C3%A9ra
https://www.letras.mus.br/tino-trimo/
https://www.jw.org/en/library/magazines/
https://repositorio.ulisboa.pt/bitstream/10451/31028/1/Araujo&Hagemeijer2013.pdf
https://huggingface.co/datasets/google/smol/viewer/gatitos__en_pap?views%5B%5D=gatitos__en_pap
www.parleremo.org
https://www.editora.ufpb.br/sistema/press5/index.php/UFPB/catalog/download/705/941/8096-1?inline=1&
https://mothertongue.us/pdfs/DisonariuKabuverdeanu1994.pdf
https://imtvault.org/?languageiso6393%5B0%5D=aoa


1179

Train TrainClean Validation Test All† avg. length

pov 44,275 43,419 1,000 1,000 45,419 26.2
pap 43,381 40,850 1,000 1,000 42,850 23.3
kea 8,501 8,099 1,000 1,000 10,099 27.5
cri 1,244 1,218 155 155 1,528 14.4
aoa 0 0 0 0 0 0
fab 0 0 0 0 0 0
pre 0 0 0 0 0 0

†Calculated using cleaned training data.

Table 7: Numbers of parallel sentences for each language pair from our data, ordered from highest to lowest
resourced. For training data, we show the numbers of raw and cleaned sentences (e.g. after pre-processing). Average
length is calculated as average number of words per sentence across all data splits.

Train TrainClean Validation Test All† avg. length

pap 65,094 64,983 85 1,967 67,035 22.1
kea 1,470 1,340 84 163 1,587 16.6
pov 389 284 27 33 344 5.8
cri 209 155 34 33 222 6.0
pre 147 105 36 36 177 5.8
fab 109 61 31 38 130 5.4
aoa 99 71 35 39 145 6.5

†Calculated using cleaned training data.

Table 8: Numbers of parallel sentences for each language pair from Organiser-Provided data, ordered from highest
to lowest resourced. For training data, we show the numbers of raw and cleaned sentences (e.g. after pre-processing).
Average length is calculated as average number of words per sentence across all data splits.

Train TrainClean Validation Test All† avg. length

pap 108,475 105,698 1,085 2,967 109,750 22.6
pov 44,664 43,701 1,027 1,033 45,761 26.1
kea 9,971 9,439 1,084 1,163 11,686 26.0
cri 1,453 1,375 189 188 1,752 13.4
pre 147 105 36 36 177 5.8
fab 109 61 31 38 130 5.4
aoa 99 71 35 39 145 6.5

†Calculated using cleaned training data.

Table 9: Numbers of parallel sentences for each language pair from our and Organiser-Provided data, ordered
from highest to lowest resourced. For training data, we show the numbers of raw and cleaned sentences (e.g. after
pre-processing). Average length is calculated as average number of words per sentence across all data splits.

Test avg. length

pap 1,896 17.9
pov 23 2.9
kea 34 15.2
cri 33 4.8
pre 36 3.7
fab 34 6.8
aoa 35 6.2

Table 10: Numbers of parallel sentences for each language pair from the Decontaminated Organiser-Provided
Test set, ordered from highest to lowest resourced. Average length is calculated as average number of words per
sentence across all data splits.
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B Prompts used for LLM post-editing

Condition Nielsen et al. 2025 Ours

1. Post-editing
without lexicon

P1A: You are asked to edit the fol-
lowing translation from {src_code} into
{tgt_code}. The proposed translation is
high-quality, but may have some incor-
rect words.
Please output only the translation of the
text without any other explanation.
{src_code}: {source}
{tgt_code}: {model_translation}

P1B: You are given a source sentence
and a translation.
Improve the translation from {src_code}
into {tgt_code}.
You must return ONLY the corrected
translation sentence, without explana-
tion or extra text.
Source: {source}
Translation: {model_translation}

2. Post-editing
with lexicon

P2A: You are asked to edit the fol-
lowing translation from {src_code} into
{tgt_code}. The proposed translation is
high-quality, but may have some incor-
rect words.
Note the following translations: Lexi-
con:
{lexicon_str}
Please output only the translation of the
text without any other explanation.
{src_code}: {source}
{tgt_code}: {model_translation}

P2B: You are given a source sentence,
a translation and a lexicon. Improve
the translation from {src_code} into
{tgt_code}.
You must return ONLY the corrected
translation sentence, without explana-
tion or extra text.
Source: {source}
Translation: {model_translation}
Lexicon: {lexicon_str}

Table 11: Prompts used in LLM post-editing experiments.

C FLORES Evaluation

Model pap→eng eng→pap kea→eng eng→kea
TestKMT FLORES TestKMT FLORES TestKMT FLORES TestKMT FLORES

kreyol-mt-pubtrain 79.84 54.39 69.94 60.14 80.66 45.65 52.54 52.16
kreyol-mt 75.10 63.12 66.39 57.27 93.94 55.46 91.76 52.33
kreyol-mt-scratch-pubtrain 74.68 47.17 69.36 55.54 70.23 37.22 49.46 46.98
kreyol-mt -scratch 71.82 60.73 67.19 55.06 89.85 50.83 81.67 49.04

nllb-200-distilled-600M 46.50 59.18 53.18 50.09 59.36 63.04 38.27 41.67
nllb-200-1.3B 58.40 68.88 56.58 55.08 62.68 65.86 41.09 43.02
nllb-200-distilled-1.3B 55.30 69.20 58.02 55.40 59.28 64.89 39.75 42.09
nllb-200-3.3B 60.90 69.16 58.78 55.66 63.69 67.46 43.92 45.76

Table 12: ChrF scores for each kreyol-mt model across language directions, evaluated on both TestKMT and
FLORES test sets.



1181

D Model Results

kreyol-mt
kreyol-mt-
pubtrain

Ours Best Model ID Base model Fine-tuning
Direction Additional setup

XX-eng

pap 75.1 79.8 83.3 NLLB1pap NLLB 1.3B XX-eng -
kea 94.0 80.7 92.3 KMT2kea KMT XX-eng -
pov 87.8 63.4 78.4 KMT3pov KMT XX-XX distilled data + HRLs Only
aoa 10.9 17.0 34.8 MB1Caoa mBART-50 m2m XX-eng distilled data
cri 83.1 31.7 80.5 KMT2cri KMT XX-eng -
fab 11.3 13.7 27.9 MB1Bfab mBART-50 m2m XX-eng por data
pre 10.6 16.2 55.0 MB1Bpre mBART-50 m2m XX-eng por data
all 53.2 43.2 55.0 KMT2all KMT XX-eng -

eng-XX

pap 66.4 70.0 77.3 NLLB2Dpap NLLB15 1.3B eng-XX por embeddings + por data
kea 91.8 52.5 86.2 KMT4kea KMT eng-XX distilled data
pov 91.8 51.6 72.8 KMT5pov KMT eng-XX por embeddings + distilled data
aoa 8.6 13.6 33.6 MB2Baoa mBART02m eng-XX por data
cri 80.0 32.1 78.2 KMT1Ccri KMT XX-XX distilled data
fab 6.7 9.3 25.9 MB2fab mBART-50 o2m eng-XX -
pre 8.38 10.7 41.7 MB2pre mBART-50 o2m eng-XX -
all 50.5 34.3 46.1 MB2all mBART-50 o2m eng-XX -

Table 13: Settings and results of best-performing model checkpoints for each language. Results are calculated
on TestKMT dataset, using the best model checkpoint per language pair based on performance on the validation
dataset, as indicated with subscript. For evaluation of all translation directions, we report the models with the best
average scores using the best checkpoints for each language pair. New models not previously included in Table 2
are highlighted in gray. Green = beats kreyol-mt and kreyol-mt-pubtrain baselines.

XX→eng eng→XX

Prompt pap kea pov aoa cri fab pre all pap kea pov aoa cri fab pre all

Submission 2 models - 84.4 93.6 80.9 35.1 82.3 28.2 55.3 65.7 77.6 90.4 73.7 33.6 78.0 25.9 41.7 60.1

GPT 3.5 Turbo

P1A – 76.2 54.0 33.4 50.4 25.2 46.5 47.6 – 74.0 46.2 30.9 56.0 24.9 34.8 44.5
P1B – 74.2 55.1 31.5 51.1 25.4 47.4 47.5 – 68.7 41.6 29.6 50.3 25.2 32.4 41.3
P2A – 87.1 69.2 31.2 78.3 28.7 51.7 57.7 – 83.2 59.8 32.5 75.2 25.7 41.8 53.0
P2B – 81.1 63.5 32.3 62.9 24.6 46.6 51.8 – 75.2 55.8 33.2 67.0 25.1 40.4 49.5

Mistral Large 2.1

P1A 79.4 84.0 57.2 31.6 57.2 26.2 48.3 54.9 71.5 82.6 47.6 31.6 67.0 23.5 36.0 51.4
P1B 78.1 81.1 56.2 33.0 55.6 25.2 44.3 53.4 70.6 79.0 46.8 31.5 61.3 25.0 36.7 50.1
P2A 83.1 91.3 79.7 29.8 66.1 24.0 57.1 61.6 74.1 88.9 61.6 32.1 64.2 25.8 42.4 55.6
P2B 81.7 85.7 68.6 34.2 57.8 28.1 51.1 58.2 76.0 88.3 58.9 32.8 74.7 26.6 41.9 57.9
P2AGAT 71.7 – – – – – – – 59.5 – – – – – – –
P2BGAT 70.8 – – – – – – – 66.2 – – – – – – –

Gemini 1.5 Pro

P1A 83.1 84.3 58.4 30.7 52.0 26.6 50.7 55.1 74.0 75.5 46.3 24.3 46.1 22.8 29.2 45.5
P1B 78.8 75.1 47.8 27.5 44.2 23.7 40.0 48.2 70.0 63.5 38.4 24.5 37.7 25.1 26.8 40.8
P2A 83.2 86.0 66.3 32.7 57.5 27.3 53.8 58.1 75.2 79.2 48.7 30.5 49.8 26.0 44.2 50.6
P2B 81.7 84.4 57.2 31.4 48.1 26.4 45.0 53.4 74.0 82.7 52.7 33.6 62.2 25.8 41.3 53.2
P2AGAT 82.4 – – – – – – – 73.8 – – – – – – –
P2BGAT 80.1 – – – – – – – 72.0 – – – – – – –

Table 14: Results from post-editing best model outputs with three LLMs. P1 is post-editing without lexicon and P2
is post-editing with lexicon (see Table 11). Baseline scores are from models of Submission 2 for each language pair
(Table 4). Results in bold are best results for each LLM for each language pair; highlighted results = best out of all
LLMs (green = also beats Submission 2 baselines). We do not apply post-editing for GPT 3.5 Turbo for pap (which
has an extremely large test set) due to resource constraints.
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Submitted models Table 15 documents which
models we use to generate our Shared Task submis-
sions:

• For Submission 1, we select the single
best model for XX-eng translation (H3) and
eng-XX translation (best overall checkpoint of
MB2). We selected MB2 because, when eval-
uated on each language with the best check-
point per language, it showed the highest av-
erage performance across all language direc-
tions. However, we realised in hindsight that
the best single checkpoint across all language
pairs was actually from KMT1D.

• For Submission 2, where a model has multiple
checkpoints we submit the best checkpoint for
that language pair, as indicated with subscripts
(except for eng-kea and eng-cri where there
is no better model or checkpoint than Submis-
sion 1).

• For Submission 3 we submit the best system
outputs after post-editing with LLMs when
this showed improvements on Submission 2.
We indicate which LLM and which prompting
strategy (see Table 11) was applied in paren-
theses.

Due to administrative error, our Submission 2 mod-
els for the XX-eng direction were not submitted to
the official Shared Task.

Sub. 1 Sub. 2 Sub. 3

XX-eng

pap H3 H2
pov H3 H4
kea H3 H3
cri H3 H3
pre H3 H1 + Mistral (P2A)
fab H3 H1 + GPT (P2A)
aoa H3 H1

eng-XX

pap MB2 H5
pov MB2 H6
kea MB2 H4
cri MB2 H4
pre MB2 MB2pre + Gemini (P2A)
fab MB2 MB2fab + Mistral (P2B)
aoa MB2 MB2Baoa + Gemini (P2B)

Table 15: Model IDs for final system submissions.

E Fine-tuning Hyperparameters

KMT & NLLB We fine-tune KMT & NLLB
models using PyTorch Lightning (Falcon and team,
2019) on a single GH200 GPU (bf16). We set the

batch size to 32, use the Adam optimizer (Kingma
and Ba, 2015) with a learning rate 5e− 5, a warm-
up phase of 500 updates and maximum training
length of 30 epochs. The model performance is
validated using ChrF every 5,000 steps, early stop-
ping after three consecutive validations with no
improvement in ChrF score.

mBART We fine-tune mBART-50 using fairseq
(Ott et al., 2019) with a multi-gpu (4 A100 GPUs,
fP1A6). The data loader has used temperature-
based sampling (τ = 2). We set the batch size to
maximum of 1024 tokens, use the Adam optimizer
with a learning rate 3e−5, a warm-up phase of 2500
updates and maximum training length of 40,000 up-
dates. Moreover, we applied label smoothing with
ϵls = 0.2, dropout of 0.3, and attention dropout
of 0.1. The three best checkpoints were retained
according to validation performance (based on the
validation loss value), with early stopping after 10
validation intervals.
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