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Abstract

The paper presents two approaches submit-
ted to the WMT 2025 Automated Translation
Quality Evaluation Systems Task 3 - Quality
Estimation (QE)-informed Segment-level Er-
ror Correction. While jointly training QE sys-
tems with Automatic Post-Editing (APE) has
shown improved performance for both tasks,
APE systems are still known to overcorrect
the output of Machine Translation (MT), lead-
ing to a degradation in performance. We
investigate a simple training-free approach -
QE-informed Retranslation, and compare it
with another within the same training-free
paradigm. Our winning approach selects the
highest-quality translation from multiple can-
didates generated by different LLMs. The sec-
ond approach, more akin to APE, instructs an
LLM to replace error substrings as specified
in the provided QE explanation(s). A con-
ditional heuristic was employed to minimise
the number of edits, with the aim of max-
imising the Gain-to-Edit ratio. The two pro-
posed approaches achieved a ACOMET score
of 0.0201 and —0.0108, respectively, leading
the first approach to achieve the winning posi-
tion on the subtask leaderboard.

1 Introduction

Large Language Models (LLMs) have advanced
the field of Machine Translation (MT), given their
support for longer input context length and abil-
ity to generate text in a natural tone. However,
translation quality is still limited for languages
other than English and for domain-specific transla-
tions (Fernandes et al., 2025). Evaluating MT out-
put for quality is critical to understand the reliabil-
ity and suitability of translation systems, and more
importantly, to be able to perform accurate cor-
rections. The WMT24 Metrics Shared Task found
that neural-based learned metrics like COMET or
xCOMET were superior when evaluating LLM-
generated translations, compared to the traditional

statistical metrics like BLEU, or chrF (Freitag
et al., 2024).

As LLMs are typically trained on a large gen-
eral dataset, performance in domain-specific MT
can often fall short as they may not properly
render key terminologies or stylistic conventions.
As such, Automatic Post-Editing (APE) is vital
to fixing MT errors. However, they are prone to
overcorrecting. One such example of mitigating
over-correcting, proposed by Deoghare et al.
(2025), is to utilize word-level Quality Estimation
(QE) to limit edits only on the specified error
segments. Despite recent efforts to reduce over-
correction (Deoghare et al., 2023, 2024), APE
models still fall short of the required semanti-
cally coherent output. Therefore, we ask the
titular question - “Can QE-informed re-translation
help overcome MT errors?”, and discuss two
approaches as a comparative evaluation.

This paper describes two participation systems,
both utilizing pre-trained and open-source LLMs,
for the WMT 2025 Automated Translation Qual-
ity Evaluation Systems Task 3 - QE-informed
Segment-level Error Correction. The primary ap-
proach leverages multiple LLMs for MT and se-
lects the best output using QE. In the secondary
approach, an LLM is prompted to replace error-
segments in the provided MT. These error seg-
ments are identified by the explainable QE pro-
vided within the dataset.

2 Related Work

Quality Estimation (QE) QE is an automated
evaluation framework that predicts a score indicat-
ing whether the translation is good or not (Yvon,
2019). COMET (Cross-Lingual Optimized Met-
ric for Evaluation of Translation) is an automatic
metric to evaluate the quality of machine trans-
lation using deep learning models (Rei et al.,
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Domain Distribution Across Languages
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Figure 1: Domain distribution within each language

2020). COMETKiwi is a hybrid machine transla-
tion quality estimation (MTQE) model that com-
bines COMET and OpenKiwi (Rei et al., 2022).
It achieved top performance in the WMT 2022
shared task and has since been widely adopted as
a state-of-the-art benchmark in MTQE.

Automatic Post-Editing (APE) APE is an auto-
mated system that corrects MT output, without hu-
man involvement (do Carmo et al., 2021). Chatter-
jee et al. (2018) describe combining QE and APE
in three ways: using QE as an APE activator when
the MT output is poor, as guidance to help the APE
decoder decide which tokens to change, and as a
selector to choose between the raw MT and post-
edited output.

WMT24 QE-APE The previous year's WMT
competition focused on sentence-level quality es-
timation and error span predictions (Zerva et al.,
2024). QE was further incorporated into APE.
The dataset for the QE-APE primarily consisted
of English—Hindi (En-Hi) and English-Tamil (En-
Ta) pairs. The source (SRC) English sentence, the
target (TGT) translation provided by an unspeci-
fied neural machine translator, and a human post-
edit (PE) version of the translation made by native
speakers were included to support both quality es-
timation and automatic post-editing tasks.

The HW-TSC team (Yu et al., 2024) utilized
Llama3-8B-Instruct for En-Hi pairs. The
model first underwent continual pretraining using

low-rank adaptation (LoRA) on SRC and TGT
data, and was further supervised fine-tuned on the
PE data with a custom prompt. For En-Ta pairs,
they trained a custom transformer then performed
APE fine-tuning. This system achieved 0.851 and
0.918 COMET scores for En-Hi and En-Ta trans-
lation tasks, respectively.

The IT-Unbabel team utilized xTower for gen-
erating corrected translations, along with a qual-
ity estimation model to decide whether to use the
original translation or the xTower output. This
approach achieved 0.8646 COMET score for En-
Hi pairs, and 0.9163 for En-Ta pairs.

IT-Unbabel’s solution of utilizing an LLM
along with QE as a selector served as the inspi-
ration for the primary approach

3 Methodology

3.1 Dataset Analysis

The complete test data provided with the task
was exclusively used. This dataset consists of
6,000 machine translations from English to Chi-
nese, Czech, Japanese, Icelandic, Russian, and
Ukrainian, with 1, 000 instances for each language
pair. The texts cover a range of domains, specif-
ically news, social, speech, literary, and dialogue.
As shown in Figure 1, the domains are not evenly
distributed. The news domain is the most promi-
nent overall with 1, 808 entries, while the dialogue
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Figure 2: System performance in hypothesis_segment

domain has the lowest representation with 28 seg-
ments, all appearing only in the English-to-Czech
group.

The original translations under the ‘“hypoth-
esis_segment” column were generated by 38
different translation systems, including LLMs
like GPT4 .1, Claude—4, DeepSeek—-v3, and
more. Figure 2 shows the five best and worst sys-
tems according to their average translation quality
scores.

3.2 Approaches
3.2.1 Primary Approach - “Best MT Wins”

In this approach, multiple LLMs were used to
translate the English texts from scratch, without
additional information or context. The resulting
candidate translations were then evaluated with
the wmt22-cometkiwi-da model, which provided
QE scores based on the source English text and
translated system outputs. The translation with
the highest QE score was selected as the final out-
put. By re-framing the APE task as re-translation,
QE serves as a selector in place of traditional de-
coders. Similar approaches have also been ex-
plored, where QE is used in multi-hypothesis se-
lection (Yu et al., 2024; Laki and Yang, 2018; Lu
and Zhang, 2019), further supporting the view of

QE as a decision mechanism in MT improvement.
This approach therefore functions as a systematic
probe of QE-based re-ranking, illustrating both its
potential to establish an empirical upper bound
on metric-based performance and its limitations in
terms of computational cost and efficiency.

Aya-Expanse-8B, GPT-SW3-6.7B,
Tri-7B, GLM4-9B, Phid-mini-instruct,
and TowerPlus-9B models were used. These
models were selected because of their reported
performance, robustness, popularity, and recency.
Models like GPT-SW3-6.7B, Tri-7B, and
GLM4-9B were selected owing to their special-
ized training in certain languages, specifically
Icelandic, Japanese, and Chinese respectively.

The prompts for Tri-7B,
Phid4-mini-instruct, and
TowerPlus—9B are reminiscent of their transla-
tion prompts available in their Huggingface model
cards, being variations of:

Translate from English to {Language}

System prompts for the other models were more
involved, as using the same prompt resulted in
some hallucinations, chain of thought, or worse
translation quality during limited internal testing.
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For Aya-Expanse-8B:

You are a helpful bilingual assistant that
correctly translates the user’s input text from
English to {Language).

When translating, you must use the same
tone and intent of the English text. You will
include any and all special characters from
the input.

If there is no proper translation for an En-
glish word or phrase, you can use the En-
glish word or phrase in place.

For GPT-SW3-6.7B:

<lendoftextl><s>

System:

You are a bilingual assistant that objectively
translates the user’s input text from English
to Icelandic.

You will include any and all special charac-
ters from the input.

If there is no proper translation for an En-
glish word or phrase, you can use the En-
glish word or phrase in place.

<s>

User:

{original English text}

<s>

bot:

For GLM4-9B:

You are a bilingual assistant that correctly
translates the user’s input text from English
to Chinese.

When translating, you must use the same
tone and intent of the English text. You will
include any and all special characters from
the input.

If there is no proper translation for an En-
glish word or phrase, you can use the En-
glish word or phrase in place.

Output only the translation!

Except TowerPlus-9B, the remaining mod-
els do not support all required languages. Hence,
they translated only their supported language(s),
and the rest were omitted. After all models

were successfully executed, the QE score via
COMETKiwi between all translations, includ-
ing the original systems’, was used to determine
which MT to use.

3.2.2 Secondary Approach - “Fill in the
Blanks”

The provided test data includes error spans for
the translations. Using fine-grained QE signals to
guide targeted corrections, this approach investi-
gates whether restricting edits to QE-highlighted
segments could yield improvements with fewer
changes, thereby increasing both efficiency and in-
terpretability compared to full re-translation.

Using these error spans, the corresponding
substring(s) in translation is replaced with a
"__BLANK__" token, emulating a multilingual
masked language modeling task. The text domain
is also used to provide additional context. An
example is included in the prompt to guide the
model’s behavior, serving as a one-shot example.
Different examples were used in the prompt for
different languages.

This approach utilizes TowerPlus-9B, an
open source LLM with 9 billion parameters based
on Gemma2. This model was selected because
of its training for translation-related tasks along
with instruction tuning, a context window of 8192
tokens, and has support of the languages of this
task: English, Chinese, Czech, Japanese, Ice-
landic, Russian, Ukrainian. It has also been
shown to outperform larger parameter models like
Gemma2-27B and Llama3.3-70B on transla-
tion performance (Rei et al., 2025). The 9B vari-
ant was specifically selected due to resource and
time constraints.

Provided below is the system prompt template
for Russian language translations:

You are a helpful assistant that corrects a
Russian translation by filling in the blanks.
Use the English sentence for context. Com-
plete the task while maintaining the tone of
a {domain}.

Important - Do not use any of the specified
wrong words. Replace each _ BLANK__
token with an appropriate word or phrase
that matches the original meaning, tone, and
context of the English sentence.

Example (social domain):
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Russian with _ BLANK__:
JIOJIble JIIOJIM CErOJHSI IIPEIIIOYNTAIOT
__BLANK B kodetiusax, a He JoMa.
English: Many young people today prefer

to hang out in coffee shops rather than at
home.

Wrong translation: Mmorue moJiozple Jroau
CErOJIHS MIPEJIIOUYUTAIOT YINThCI B KOdeii-

Muorue mo-

HAX, & HE JIOMA.
Wrong words: [* yunrbcst’|

Corrected Russian sentence: Muorne
MOJIOJIbIE JIFOJIA CETOHST ITPEIITOUNTAIOT
IIPOBOJIUTEL BpeMsl B KOeHHsx, a He
aoMa.

Russian with _ BLANK__: {mt with

__ BLANK__}

English: {source text}

Wrong translation: {mt text}

Wrong words: {list of substrings removed}
Corrected Russian sentence:

To increase translation quality while keeping
changes minimal (gain-to-edit ratio), a conditional
masking heuristic based on error severity and
overall QE score was employed. The pseudocode
for this method is provided in Algorithm 1.

Algorithm 1 Conditional masking based on sever-
ity and score

Original QE Score: Float
if z >= 0.90 then
Proceed without masking
else if z > 0.50 then
if only minor severity error spans then
Mask minor error spans
else
Mask all non-minor error spans
end if
else
Mask all error spans
: end if

—

R A A o

_ =
N2

4 Results and Discussion

Tables 1 and 3 present language-wise results for
the primary and secondary approaches, respec-
tively. The WMT’25 shared task tracks two
main metrics: ACOMET and Gain-to-Edit Ra-
tio (referred to as "G2E Ratio"), with the overall
ACOMET score serving as the primary selection
criterion. Here, ACOMET is computed as the dif-

ference between the COMET scores of the pro-
posed approach and the baseline translation. The
G2E Ratio is calculated as ACOMET divided by
the total edit rate. BLEU and chrF++ scores are
also included in the tables as supplementary infor-
mation, but they are not the focus of the analy-
sis. The best-performing ACOMET and G2E Ra-
tio scores across the two tables are highlighted in
bold.

4.1 Primary Approach - “Best MT Wins”

Language ACOMET G2E Ratio BLEU chrF++
Icelandic 3.65e —2 1.27e—3 69.24  78.37
Russian  2.0le—2 7.10e—4 68.56  79.15
Czech 1.89e —2 8.15e—4 73.85 82.29
Chinese 1.84e—2 1.64de—4 39.35 58.41
Ukrainian 1.63e —2 6.36e—4 71.36  80.85
Japanese 1.03e—2 14le—4 54.33 65.44
Average 2.0le—2 6.22¢—4 62.78 74.08

Table 1: Language-wise Results for Primary Approach

Table 1 shows that an ensemble of diverse mod-
els helps significantly improve the translations, es-
pecially in low-resource languages like Icelandic
with roughly 3% improvement.

As this approach selects the translation with
the best QE score, not all systems or model re-
sponses contributed equally to the final output.
As shown in Table 2, TowerPlus—9B and the
original translations have contributed the most,
while Tri-7B did not contribute at all. De-
spite GPT-SW3-6.7B, Tri—7B, and GLM4-9B
trained primarily for use in Nordic and Altaic lan-
guages and Chinese, other models provided better
translations. Figure 3 shows how different models
contributed to the final response in each language.

System Contribution

Tower+ 9B 2836

Original 2829

GLM4 9B 149

Phi4 Mini Instruct 106
Aya Expanse 8B 76
GPT-SW3 6.7B v2 Instruct 9
Tri 7B 0

Table 2: System-wise Contribution to the Output
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'Best MT Wins' System Output Distribution Across Languages
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Figure 3: Language-wise count of model responses used in primary approach’s final output

The example in Appendix A is an instance
where the direct translation by TowerPlus-9B
was the best-performing. Interestingly, the corre-
sponding output from the secondary approach is
of lower quality. This demonstrates the powerful
translation capabilities of the model and the need
for better prompt engineering in the secondary ap-
proach.

4.2 Secondary Approach - “Fill in the

Blanks”
Language ACOMET  G2E Ratio BLEU chrF++
Czech —7.24e—-3 —580e—7 9237 95.14
Russian —8.03e —3 —6.00e —7 92.56  95.31
Icelandic —1.00e —2 —8.20e —7 74.27 82.18
Chinese —1.30e —2 —4.83e—5 29.52  83.59
Japanese —1.34e —2 —4.44e—5 25.77  82.59
Ukrainian —1.35e —2 —1.26e—6 91.77 94.43
Average —1.08¢e—2 —1.59¢—-5 67.71  88.87

Table 3: Language-wise Results for Secondary Ap-
proach

Table 3 shows that this approach does not pro-
vide much benefit to the overall translation task,
with roughly —0.7% to —1.4% quality degrada-
tions.

Appendix C is an example where this ap-
proach yields a better translation than the original.

The original Czech translation by DeepSeek-v3
has 3 major errors and 1 minor error. This
improvement by the model could be owed to
the fact that, on top of its multilingual capa-
bilities, TowerPlus—9B was fine-tuned on in-
struction data from different models, including
DeepSeek-v3.

There are possible factors why this approach
did not perform well: use of bigger and closed-
source models in the original MT, use of varied
systems and models, inclusion of low-resource
languages, correcting only critical + major error
spans and ignoring minor error spans in some in-
stances, and more. In the Appendix B example,
the original system used Massively Multilingual
Neural Machine Translation (MMMT). Although
more capable models have been released since
then, including TowerPlus—9B, output artifacts
("_HEARTBREAK__") and leakage ("Corrected
words: [...") affect the translation’s quality. This
shows that further prompt tuning and output post-
processing is needed.

5 Conclusion and Future Work

This paper described two translation approaches
submitted to the WMT 2025 QE-informed
Segment-level Error Correction task. The first
approach used QE as a selector among multiple
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LLM translation outputs, resulting in an overall
ACOMET of 0.0201. The second approach uti-
lized TowerP1lus-9B exclusively to replace er-
roneous words in the MT by masking substrings
highlighted in the error spans with a blank to-
ken, resulting in ACOMET of —0.0108. Custom
prompts were designed to instruct the model in
correcting the translation, similar to a fill-in-the-
blank task.

While the first approach showed positive im-
provements by using QE as a selector, it ulti-
mately depends on the model and system selec-
tion. Further exploration of system combinations
could yield better performance. The second ap-
proach, which performed worse, corrected trans-
lations by filling in error segments in the MT. As
future work, a two-model system could be ex-
plored: a smaller LM to suggest words or phrases
for masked tokens via masked language modeling,
and a larger LLM to select the most suitable ones
to produce a higher-quality translation.

Limitations

Due to limited time and compute resources,
the overall experimental design favored n-shot
prompting with LLMs for their ease of use and
availability of pre-trained weights. Additionally,
the model selection was guided by convenience
and practical factors such as parameter count, re-
cency, and language compatibility or specificity.
These limitations also limited the scope for testing
and prompt optimization.

Though “Best MT Wins” reframes APE as re-
translation through QE-based selection, this ap-
proach is impractical as it requires generating full
hypotheses from large models. While the direct
translation capabilities of TowerPlus-9B even
slightly surpassed the original translation system,
the other 5 LLMs used were less effective in com-
parison, resulting in inefficient use of and wasted
time and computational resources.

For the “Fill in the Blanks” approach, a lack
of proper prompt tuning and post-processing de-
graded the output quality, indicating that prompt
engineering and output handling are important
when using LL.Ms for specific tasks.

More broadly, both approaches rely exclusively
on automatic QE metrics such as COMET, which,
while effective for shared task evaluation, are pri-
marily trained on English-centric data. The ab-
sence of human evaluation limits the ability to val-

idate whether metric-based gains reflect true im-
provements in translation quality, especially for
non-English language pairs.
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Appendix

A Example of Primary Approach

Language: Chinese
Original System: Wenyiil

Original English Text:

A brief note on Play Station controllers to
round out the 1st party lineup: I never liked
them.\nDual Shock 1-3 felt exactly the
same to me with exactly the same flaws:
Oversized thumbsticks placed too close to-
gether, mushy face/shoulder/trigger buttons
that seemed to wear out very quickly, and

a D-pad that just felt wrong. Dual Shock

4 fixed a lot of problems, but introduced a
bunch of new ones. I got a Dual Sense be-
cause some friends had a hard time with
asymmetrical thumbsticks, and for some
reason local stores were selling them for
$20 less than DS4 controllers.\nI don’t re-
ally use this controller: Face buttons are
spaced too far apart, my audio in/output
keeps defaulting to the controller when it’s
connected, the bumpers are weirdly tall, and
I keep accidentally pressing the track pad
when trying to hit menu/share.\nThey are
fine guest controllers that have come a long
way in terms of design, but for me they’re a
novelty at best.

Original Chinese MT:

FPlayStation 4, HiE— T, BIEH
—HFEMAEE AT D FRMNREAE E

. \n{EFXEH, DualShock 133 \F/&5E
Z—, st — @ AR BV E K
IT, A% . B RLFRIRM, mHE A
PR, PR N, DualShock
MEIET %2, (Bl T —HHEmW. 4%
T —/\DualSense 4%, 2R ALK
JERAT, JFH B THEER, AHpgEH &
(9 & M HEDSATF AN Z(E 20370, \nfkH
ANERANFAN - AR, KEFmn
g AL, B EZRSE, 11
H YIRS 2 B s, \nt2fF
EANHBFMA, £ g T 2, 3
KimnsE, tHERERMEIEIL

New MT:
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T PlayStation 4, FKAFT— 51 1 IR

SKEANE . \nDual Shock 1-3 F&R&57TEL
—, MHARNGE  EEFRR, B
KIT 3 EBE GRAALIL 69, L REGsE 2
% ; D J5[a/& N, Dual Shock 4 fft | #f
%2, Bl AT ZHr. 387 — Dual

Sense, [NAHLEH] K AFRITHE AR

W, T HARAER, SSRGS AME
DS4 FAH{EH 20 £T. \nfKBYHANF
A SR RO, FRdRki AR
& AN e IRa RS UIRECE A E
, TGRSR T T NG \nE 2T
EHFM, £ e TRAEE, HICR
, ErcHEH EHa e L.

Original COMET Score: 0.7751
New COMET Score: 0.7797

Approach 1’s Edited COMET Score:
0.7723

B Negative Example for Secondary
Approach

Language: Japanese
Original System: MMMT

Original English Text:

Kyle nodded, the corners of his mouth
twitching as he fought back a smile. “Is
that right? Sorry to let you down. Guess
it’s a good thing I hung up the skates when
I did, spare a few more fantasy teams the
heartbreak.”\nDeclan opened his mouth,
then quickly shut it again, heat creeping up
the back of his neck. “I mean...your Cup
run with the Kings was insane, though. That
game seven OT goal? Unreal.” He scratched
the back of his neck. “So... uh, what are
you doing at St. Cassian’s? Are you coach-
ing here now? I didn’t see you on the web-
site.”

Original Japanese MT:
AANVITEHE . WEAENZ Lo
ZZo®, [Z72TTh. bomh
IELe > TIHALI V., BWVWTA
T=rZHBELTEW I sl

SoF. o779 —F—LhE
O ZIROS I EZRIITH=DTL &
S, ] \nTZ I3 IO0ZMITTTIC
L. BOBRAICHINZ & LIFTH
2o WL XD T AED Ty TERIT .
RERET Wi, HORTED KE E
HDIT— L. ELontuvk, KIEE
DEA TRV, [ ZFNT...HALE. &
ke T ATEMELTBEAR?
LI ZTaA—FRLH>TVEDON?
DT T7HANIIES TPV BE TR
=ohrsizlire, |

Modified Japanese MT:

7 AVIEEHE . BEAT 2 L hsS O f
ZZHEE. [ZIOTTh. s
IELEL S TITHALI VL, SWTA
F—rZHEELTHEWT LR
TDEF. DT Y —F— L F
7=__HEARTBREAK__ZJ§®H 5 Z & =it
F57=»TLxo. | \nT7 352130
ZRITTT CICEL . BO®RAICES
CALFFTES, “LMR... X TAED
7y TEIX. SRR W, HD
BTEDER D T— LT L 5%
Wk, "RITEO®R S ZIRWE. [Fh
T...bAT=. 2N - LT AT
ZLCHAAR?SIICZITCa—F%LH
TWVWEDON?2 I T TH A NCIEI T n
WERZRRL 5T s el e,
Corrected words: [HEARTBREAK’, > 77 v
THX]

Original COMET Score: 0.8183
New COMET Score: 0.7314

Error Spans:

{'start_i' : 87/ end_i' : 88/ severity’
magjor'},

{"start_i' : 150,/ end_i' : 154, severity’
magjor'}

C Positive Example for Secondary
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Approach

Language: Czech

Original System: DeepSeek-v3




Original English Text: The duchess and her
husband, Prince Harry, have to do something
and good luck to them, but it’s hard not to
study the rollout of As Ever for signs of the
widening gap between Meghan’s self-image
and how the rest of the world sees her. ""As
ever,""writes the duchess on Instagram, "me-
ans "as it’s always been"or some even say
"in the same way as always,""the "some"in
this sentence apparently referring to the
dictionary definition of a two-word phrase
that no one has ever had trouble understan-
ding.

Original Czech MT: Vévodkyné a jeji man-
Zel, princ Harry, musi néco délat, a pfejme
jim hodné $tésti, ale nelze si nevSimnout, Ze
uvedeni znacky As Ever odhaluje rostouci
propast mezi Meghaninym sebepojetim a
tim, jak ji vnimd zbytek svéta. ,,,As ever*,*
piSe vévodkyné na Instagramu, ,,znamena
,jak to vzdy bylo‘, nebo nckteti dokonce fi-
kaji ,stejnym zpisobem jako vzdy‘.* Tito
,nektef{*“ v této vété ziejmé odkazuji na
slovnikovou definici dvouslovného vyrazu,
kterému nikdo nikdy nerozumél.

Modified Czech MT: Vévodkyné a jeji
manzel, princ Harry, musi néco udélat, a
prejme jim hodné Stésti, ale nelze si nevSim-
nout, Ze uvedeni znacky As Ever odhaluje
rostouci propast mezi Meghaninym sebepo-
jetim a tim, jak ji vnimd zbytek svéta. ,,,As
ever‘,” piSe vévodkyné na Instagramu, ,,zna-
mend ,jak to vZdy bylo‘, nebo néktefi do-
konce fikaji ,stejnym zplsobem jako vzdy*.“
Tito ,,nektefi* v této veété ziejme odkazuji na
slovnikovou definici dvouslovného vyrazu,
kterému nikdo nikdy nemél problém porozu-

met.
Original COMET Score: 0.8215
New COMET Score: 0.8317

Error Spans:

{"start_i' : 42, end_i' : 53, severity’
major'},

{"start_i' : 174, end_i' : 180, severity’
minor'},
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{"start_i' : 447 end_i' : 467, severity’
magor'},
{'start_i' : 468, end_i' : 469, severity’
magjor'}
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