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Abstract

We analyze how English—Russian machine
translation (MT) systems submitted to WMT25
perform on linguistically challenging transla-
tion tasks, similar to problems used in univer-
sity professional translator training. We as-
sessed the ten top-performing systems using
a fine-grained test suite containing 465 manu-
ally devised test items, which cover 55 lexical,
grammatical, and discourse phenomena, in 13
categories. By applying pass/fail rules with hu-
man adjudication and micro/macro aggregates,
we observe three performance tiers. Compared
with the official WMT?25 ranking, our ranking
broadly aligns but reveals notable shifts.

Our findings show that in 2025, even top-
performing MT systems still struggle with
translation problems that require deep under-
standing and rephrasing, much like human
novices do. The best systems exhibit creativity
and can be very good at handling such chal-
lenges, often producing more natural transla-
tions rather than producing word-for-word ren-
ditions. However, persistent structural and lexi-
cal problems remain: literal word order carry-
overs, misused verb forms, and rigid phrase
translations were common, mirroring errors
typically seen in beginner translator assign-
ments.

1 Introduction

Unlike standard test sets, which consist of ran-
domly selected source material, a test suite con-
tains ‘extra-credit’ problems: the source items, de-
liberately designed to be challenging in translation,
similar to the ‘rich points’ method (Nord, 1997) or
preselected items method (Egdom et al., 2019) in
translator training. These focused items are often
lexical units or grammatical structures requiring
non-literal approaches based on deep situational
understanding and coherent target-language encod-
ing. Successful translations are expected to abstract
away from source form, displaying both familiarity

with standard translation techniques and creativity
in adapting them to individual contexts. While iso-
morphic translations may be formally grammatical,
they are typically judged suboptimal. In transla-
tion didactics, such tasks test translators’ ability to
identify and resolve translation problems.

The fine-grained linguistic test suite has been
partially in development over the last few years
(Macketanz et al., 2022; Manakhimova et al., 2023,
2024).! Its original purpose was to track MT sys-
tems’ ability to handle specific source language
phenomena, with evaluation strategies focused on
translating those targeted items. This approach
provides valuable, fine-grained insights into MT
systems, highlighting system strengths across a
wide range of phenomena and establishing objec-
tive grounds for comparison. However, the recent
dominance of large language models (LLMs) in
MT has prompted us to reconceptualize the test
suite’s role. Beyond its original function of test-
ing specific linguistic categories, we also view it
as a diagnostic tool for identifying overarching
translation challenges that persist across current
English—Russian MT systems. This evolution re-
flects the need to understand systemic issues in
MT. Accordingly, we have tightened our quality
requirements to match those of a university pro-
fessional translation training. Our evaluation
focus has shifted from assessing the handling of
specific linguistic categories to evaluating overall
translation quality when processing these ‘extra-
credit’ problems. We no longer make concessions
for ‘gist translation quality,” instead expecting the
publication-standard quality of human translation
as defined by Ahrenberg (2017, p. 21). This re-
fined approach maintains our ability to compare
systems based on the ratio of successfully handled

'The wider project also maintains suites for other
directions (e.g., German-English, English-German, En-
glish—Portuguese in Avramidis et al., 2020; Macketanz et al.,
2021; Avelino et al., 2022), which we do not analyze here.
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items across the entire test suite, while simultane-
ously revealing persistent issues and blind spots
that transcend formal categories. We supplement
our qualitative analysis with statistical results and
system rankings, comparing these findings with
WMT’s official human evaluation.

2 Method

2.1 Test suite overview

For the English—Russian part of the test suite,
the 13 evaluation categories cover a broad range
of translation challenges. They include ambigu-
ity, collocations, compounds, false friends, and
multi-word expressions, which test lexical preci-
sion. Morphosyntactic control is addressed through
case government, function words, passive voice,
subordination, and verb valency. The suite also
targets discourse as well as stylistic aspects via
personal pronoun coreference and onomatopoeia.
Together, these categories span the main lexical,
grammatical, and pragmatic difficulties that can
arise when translating from English to Russian.

Test items consist of one (or occasionally more)
source sentence(s) plus an associated set of eval-
uation rules. These rules comprise hand-crafted
regular expressions and fixed strings of translation
outputs. Test items are either created manually by
linguists or sourced from existing corpora and cu-
rated for the target phenomenon. An ideal example
for a test suite should require the interpretation of
the message and deep restructuring in the target lan-
guage without being vague or context-dependent.
Such examples also give rise to greater variability
in translation, and can be identified as having a
higher entropy of translation solutions, a known
measure of the source item difficulty in transla-
tion (Carl and Schaeffer, 2017; Wei, 2022; Ku-
nilovskaya et al., 2025). Examples from the Resul-
tative subcategory (category: Verb valency) seem
to represent true challenges in the English—Russian
translation. For example, The skiers skied the trail
clean of snow.

As MT technology has shifted from phrase-
based systems to NMT and now LLMs, error pro-
files have also changed. The suite has therefore
been revised over time: we have added phenom-
ena, increased item counts, and introduced longer
or structurally richer sentences to stress contempo-
rary systems. MT outputs, after being evaluated
by the test suite, have also been utilized to create
challenge sets for WMT metrics (Avramidis et al.,

2023, 2024). This year’s revision of the test suite
excluded several items that either misrepresented
their category or lacked context independence to
be fairly evaluated.

Given the increased variation in translation so-
lutions offered by the submitted systems, the au-
tomatic pass-fail rules and annotation guidelines
were tightened this year to reflect the requirements
that would be applied to translations considered as
part of a university professional translator training.

2.2 Scoring

The evaluation results for the categorized items
are produced semi-automatically: hand-written reg-
ular expressions as well as fixed strings (correct
and incorrect translations from earlier MT system
outputs) capture expected correct and incorrect ren-
derings, and any remaining cases are adjudicated
by a linguist. Regular-expression design leverages
prior experience with MT outputs and aims to max-
imize coverage; however, novel outputs routinely
require human judgment.

Since this evaluation aims to compare the sys-
tems fairly, only the test items that have a valid
judgment for all systems are included in the cal-
culation. If a test item has a judgment neither by
regular expressions nor by the annotators for any
MT systems, we exclude it from the calculation.
As a result, not all test items that had originally
been designed can be used in our calculations.

For system comparison, we first identify the
highest-scoring system and then test all others
against it using a one-tailed Z-test with o = 0.95.
Systems not significantly worse than the top system
form the first performance cluster; we mark the best
systems in bold in the result tables. Because cate-
gories and phenomena (subcategories) differ in size,
we report three complementary aggregates: micro-
average (accuracy over all items, item-weighted),
category macro-average (mean of category-level ac-
curacies), and phenomenon macro-average (mean
of phenomenon-level accuracies).

2.3 Manual annotation procedure

This year marks the third evaluation of En-
glish—Russian systems using our test suite. As in
previous years, manual intervention was necessary
to process system outputs that could not be auto-
matically evaluated. At the beginning of this year’s
evaluation, this referred to 44.83% of outputs on
average. Three annotators divided the workload,

867



with each responsible for a disjoint subset of the
data.

We did not compute inter-annotator agreement
(IAA), as the evaluation workflow did not in-
volve multiple annotators independently labeling
the same outputs. Instead of computing IAA, we re-
lied on the extensive, linguistically motivated rule
set refined over several years. These rules served
as a shared reference, reducing subjectivity; bor-
derline cases were resolved in group discussion.

Annotators were instructed to focus on the tar-
geted source-language phenomenon, provided that
a translation candidate meets basic standards of
accuracy and fluency. Above all, the translation
should faithfully convey the original message while
adhering to the norms and conventions of the target
language.

The evaluation is relative: in disputable cases,
comparing translation candidates helps determine
what is achievable for a given item. In professional
translator training, it is common to assess solutions
against available or hypothesized alternatives. For
example, Bittner (2020, p. 172) observes: “Good
translation quality can only be better translation
quality, just as bad translation quality can only be
worse translation quality. There is no use dismiss-
ing a translation solution as unacceptable unless a
better alternative can be produced.” At the same
time, it is possible that none of the proposed so-
lutions is acceptable, or that two solutions using
different techniques are equally valid.

When a source item is aimed at evaluating more
than one phenomenon, a translation is considered
correct even if some parts are suboptimal (but not
unacceptable). This ensures that effective strategies
and creative handling of the target phenomenon are
recognized. To illustrate the kinds of defects that
were tolerated, consider Example (1), where the
source is categorized as Modifying Comparison
and both translations are accepted as correct. The
second version, however, is preferable: it omits
the possessive pronoun eé (“her”) in the subordi-
nate clause, avoids semantic tautology in render-
ing expertise, and dispenses with the redundant
demonstrative pronoun Toro. Importantly, both
variants successfully address the lexical challenges
that weaker systems often mishandle. For instance,
many systems reproduced the English collocation
extensive level of expertise as OOIIUPHBIN yPOBEHD
9KCIIEPTU3HL.

(D) Her level of expertise was not as extensive

as her employer had hoped.

a. YpoBeHb e€ mpodecCHoHATLHOMN
KBaIM(DUKAINY OKA3AJICS HE TAKUM
BBICOKIM, KaK TOrO OXKHUJIAJI €&
paboToaTeb.

b.  YpoBeHb eé KBaJUMUKAINA OKA3aJI-
Csl HE TAKUM BBICOKUM, KaK HAIesI-
cs1 paboToaTE b,

In cases where the source was ambiguous or dif-
ficult to interpret (e.g., he ran under the porch),
a translation was judged correct if it provided a
plausible and contextually logical reading consis-
tent with real-world knowledge. For example, on
(mo)6exkant oz kKpouibio for the source above
remains questionable.

Although the items are designed to be context-
independent, some may admit multiple interpreta-
tions in a broader context. In such cases, evaluation
favors the most prototypical or expected reading,
while unusual or exotic contexts are disregarded.
Finally, translations that ignore potential of the tar-
get language for optimal information packaging —
often requiring creative reconceptualization of the
message — and instead follow the source language
structures in a routine, linear manner, were not ac-
cepted. They might be grammatically correct, but
in dissonance with the conventional usage of the
target language.

2.4 Experiment Setup

Although the full test suite was applied to 42 sys-
tems submitted to the WMT25 Shared Task, this
paper reports statistical comparisons for a represen-
tative subset of 10 systems. The selection is based
on the official Error Span Annotation

3 Results

3.1 System Performance Overview

This section reports system-level performance
(overview and hierarchy) and category-level diffi-
culty, following the scoring protocol in Section 2.2
Aggregate accuracies per system and per cate-
gory/phenomenon are provided in the Appendix
tables, along with the test suite system ranking and
the official WMT?25 ranking (Kocmi et al., 2025b).

The performance distribution reveals three dis-
tinct tiers: high performers Wenyiil (Wang, 2025),
Algharb (Xu, 2025), Yandex (Karpachev et al.,
2025), and Gemini (Finkelstein et al., 2025);
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mid-tier systems Claude-4, DeepSeek-V3, GPT-
4.1, and Shy-hunyuan-MT (Zheng et al., 2025,
89.4-91.9%); and lower-tier systems CommandA
(Kocmi et al., 2025a) and UvA-MT (Wu et al.,
2025, 83.2-88.4%).

Compared to the WMT?25 official ESA ranking,
Yandex moves from the 8—10 cluster into the top
cluster. Conversely, Shy-hunyuan-MT-hunyuan-
MT, ranked 2 under ESA, falls into the middle
cluster in our suite, Claude-4 and GPT-4.1 also be-
long to the middle cluster; both exhibit the same
weakness on verb semantics (71.4%), and GPT-4.1
additionally scores low on long-distance dependen-
cies and interrogatives (81.5%).

Peformance of Constrained vs. unconstrained
models. In our test suite, constrained MT sys-
tems frequently occupy the top cluster, consis-
tent with scoring that rewards precise handling
of hard, localized phenomena and conservative
choices under ambiguity. In the WMT25 official
ranking, however, unconstrained systems rise, re-
flecting strengths in fluency, stylistic naturalness,
and document-level coherence. Systems that bridge
both profiles narrow the gap between the two.

3.2 Category Difficulty Analysis

MWE represents the most challenging category
with only 80.4% average accuracy across all sys-
tems, followed by Verb semantics (81.4%) and
Verb valency (87.4%). These categories demon-
strate the complexity of handling idiomatic ex-
pressions and verb—argument structures in En-
glish-Russian translation. Conversely, Lexical Am-
biguity proves easiest (97.0% average), with eight
systems achieving perfect scores, indicating strong
disambiguation capabilities across translation sys-
tems. Function words and Subordination also show
high accuracy (93.6% and 94.3% respectively),
suggesting robust handling of grammatical struc-
tures.

Verb semantics exhibits the largest performance
gap (57.1%) between systems, with Wenyiil achiev-
ing 100% while UvAMT manages only 42.9%.

3.3 Linguistic Analysis

In this section, we summarize the overall patterns
and translation strategies revealed in the manual
analysis, along with some notable peculiarities of
individual systems. We then turn to the most per-
sistent challenges: (a) difficulties rooted in English
source structures and (b) recurring problems with

Russian target-language conventions that MT sys-
tems struggle to master. None of the highlighted
issues is ubiquitous; for each example, we provide
a more acceptable version drawn from the available
translations. Translations marked with an asterisk
are considered suboptimal. Generally, a compar-
ison with previous years’ submissions indicates
noticeable improvements across most problem ar-
eas.

Overall translation patterns. This paragraph of-
fers some high-level observations from annotating
the 2025 submissions in comparison with previous
years. We note an improvement in the variation of
generated output, suggesting greater creativity and
a stronger ability to recast the original message in
new forms, rather than reproducing the formal and
semantic structures of the source language.

Translations from the strongest 2025 systems
demonstrate an increased capacity to do what the
test suite examples force them to do: they move
beyond literal translation and re-package the orig-
inal message into a form that is natural in the tar-
get language. For a human translator, accomplish-
ing this requires careful extraction of the intended
meaning, imagining the described real-world situ-
ation, and expressing it in a way that aligns with
conventional norms and expectations. The distinc-
tion between a literal strategy and a more interpre-
tative approach is illustrated in Example (2). The
example highlights the ability of the system to in-
fer the contextual meaning of the descriptive verb
“shuddered” and generate a plausible rendering of
the situation.

2) They shuddered home under the hailstorm.

a. Omnm Openu JOMOI IIOJ TI'PaOM,
€2KacCh OT XOJIOJA.

b. *Omu gpoxkKaluMu BepHYJIUCH JIO-
MO TIOJ, IPAJIOM.

Re-creating a situation in another language may
require modifying the set of properties by which
it is recognized in the target language. In 2025,
automatic translation systems are better at adding
necessary elements and omitting redundant ones.
For instance, he’s a fabulous inspiration is ren-
dered as on moTpsicaromuii <UCTOYHUK > BJIOX-
nosenusi, while Many people are concerned about
High Street becomes MHOrux 6ecoKouT <<COCTO-
sIHU€™> TJIABHON YJIUIIBI.

The ability of a system to take context into
account and coordinate elements into a coherent
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whole can also be observed at the sentence level.
The source in Example (3) evokes a snapshot-like
scene. Re-creating this scene in Russian requires
abandoning the English mode of depiction and
adopting a different strategy in the second clause.
The asterisked translation illustrates a common
problem: mismatched aspect forms in coordinated
verbs, which disrupts the natural flow of informa-
tion.

3) Paula entered the small souvenir shop and
took her time browsing through the maga-
zines.

a. [layna sama B HeOOBIION CyBe-
HUPHBII Mara3uH U MPUHSIACH Pac-
CMATPUBATDH YKYPHAJIBI.

b. *Ilayna Bomuuia B HEGOIBIION CyBe-
HUPHBII MarasuH W He CITeIa mpo-
cMaTpHBaJsa KyPHAJIBI.

This enhanced interpretative capacity reflects
greater sensitivity to the functional potential of ex-
pressive means and the ability to deploy alternative
but appropriate forms in the target language. As
illustrated in Example (4), Algharb recognizes that
paired synonyms are typical in English but gen-
erally avoided in Russian, while in Example (5),
Algharb creatively re-packages the information to
arrive at a conventional Russian rendition.

“4) Despite the neat and tidy ending to Season
3...

a. Hecwmorps Ha BHosine 3aKOHYIEHHYIO
KOHIIOBKY TPETHETO CE30HA, . . .

5) ...there was a delivery charge on top.

a. ...K cymMe J00aBUJIach 1jaTa 3a
JIOCTaBKY.

These examples are presented to highlight some
of the advances in the technology. At the same
time, they do not provide a complete picture, as
persistent problems remain.

Where possible, the same systems resort to sub-
optimal crude unpacking of English secondary
predicates into full clauses, producing wordy, re-
dundant, and clumsy (but not ungrammatical) sen-
tences. This strategy disrupts the information flow:
in discourse, each full predicate conventionally sig-
nals a step forward in the narrative. By upgrading
secondary predicates to main clauses, the transla-
tion introduces artificial shifts in topic—comment
structure, resulting in unmotivated changes of fo-

cus and sentences that can appear contradictory or
unclear. It is not uncommon that this tendency is
coupled with a known redundancy of functional
words such as auxiliaries, pronouns, and connec-
tives (esp. consecutive connectives mepeJ TeM Kax,
IIOCJIE TOT'O KaK).

Newer systems increasingly prefer gender-
neutral realization in the cases where gender
is not explicit, e.g. in generic contexts or in first
person in Russian outputs. In contrast to English,
Russian has explicit grammatical gender marking
not only on pronouns, but also on past verb forms,
participles, and adjectives. They are congruent with
subjects. In contrast to previous years, systems for
the first time consistently produced explicit inclu-
sive forms, i.e., forms that include both masculine
and feminine forms: xkynui(a) (“bought (m/f)”),
mor(s1a) (“could (m/f)”), roros(a) (“ready (m/f)”).
The pattern is consistent across 33 systems (out
of 42 evaluated systems) and various categories,
indicating that newer models increasingly prefer
gender-neutral realizations. Additionally, some sys-
tems (GPT-4.1, Algharb, Gemini) demonstrate the
use of gendered profession names where the asso-
ciated person is female (yuauTespHUIA, TPEIIPU-
HUMAaTEJIbHAIA).

When faced with a faulty input, some models
return a translation of the more plausible corrected
source version, like a human translator would
do. This is counteracting the automated tendency
known as ‘garbage in, garbage out’.

Source challenges and target issues. In this part
of the analysis, we first describe recurrent and prob-
lematic translation patterns in Russian that are trig-
gered by specific source-language items. We then
turn to a second group: target-language categories
that consistently prove difficult for MT systems
regardless the source.

(a) Source phenomena as error triggers. The
most prominent defects in automatic translation
stem from the literal transfer of source-language
lexical and grammatical features. In particular, we
highlight issues arising from (i) reproducing the
word order of the source sentence, (ii) neglecting
the contrastive use of pronouns and connectives,
and (iii) calquing lexical frequency patterns and
collocations. These problems complement those
discussed in Section 3.2.

Unlike English, Russian relies heavily on word
order to structure information. The most important,
focused information typically occurs at the end of a
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sentence, whereas English allows more flexibility;
the sentence-final position in English can be filled
with adverbials of time and place, prepositional
objects, and other elements. Failure to identify the
focused element in the English source and promote
it to the sentence-final position in Russian, there-
fore, disrupts the natural flow of information, even
in isolated sentences. A typical case is presented
in Example (6). The topical sentence member nm
(“them”) is awkward at the end of the Russian sen-
tence in (6-b).

6) When students walk into our classrooms,
the course objectives are given to them right
up front.

a. Korma crymeHTsl 3axX04T B HAIN
ayJUTOPUHU, M CPa3y »Ke COOOIIAI0T
[eJIM Kypca.

b. *Korma cTyIeHTBl 3aXOIAT B HAIINA
ayJauTOPHUH, IEeJn Kypca cpas3y ¥Ke
COODIIAIOTCS <<HIM>.

Misalignment in information structure is partic-
ularly noticeable in cleft sentences (e.g., It wasn’t
until ...) and elliptical constructions (e.g., She
asked the kids to stay, and the adults too; Laura
drank the milk last night, or perhaps the juice; I
met Aisha yesterday, but not her daughter). As
illustrated in Example (7), failing to place empha-
sized information at the end produces sentences
like in (7-b) that are immediately recognizable as
translations.

@) After all it was not war that completely rav-
aged East Asian states in 1997.

a. B xomnrme xonrmos, B 1997 romy rocy-
napcrBa Bocrounoit Azuu pazopu-
Jla BOBCE HE BOWHA.

b. *B KoHIE KOHIIOB, 3TO ObLIa He
BOifHA, KOTOPAas MOJHOCTHIO OIYCTO-
U8 BOCTOYHOA3MATCKUE TOCYIap-
cTtBa B 1997 romy.

Automatic translations into Russian often overuse
possessive pronouns, mirroring their higher fre-
quency in English. Example (8) shows sentences
where their is rendered as <ux> in Russian. While
grammatically correct, these translations add pos-
sessive markers that a human translator would
likely omit, resulting in a style that is formally
acceptable but less natural (see also Example (1)).

(8) Despite <their> intense feelings for one an-
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other, it seems as though the two heroes
might never remain together.

a. HecmoTpst Ha <ux> CUJIbHBIE UyB-
CTBa JIPYT K JAPYTY, KayKeTCs, ITO
9TUM JIByM TI€pOsIM HUKOIJA He
OLITHL BMeECTe.

Indefinite pronouns (someone, anywhere, every,
all) also contribute to a significant level of disflu-
ency in machine translation. The apparent one-to-
one correspondences have different usage patterns
and frequencies (every # kazkpbiii, all # Bce).

Finally, lexical problems — the choice of words,
collocation and idioms — are as pervasive as struc-
tural difficulties. Occasionally, many systems
would find a particular word in the source language
difficult and fall victim to literal translation, false
friends, undetected idioms or terms. Example (9)
shows a typical MT output, where sponsor is trans-
lated as cmoncop. At the same time, in Russian,
this word and derivatives from the same root rarely
carry the “legislative initiator” meaning.

) They persuaded Kennedy and some other
Senator to jointly sponsor the legislation,
but I can’t remember which one.

a. *Onm ybemmmm Kenneny u emgé og-
HOI'O CEHaTOpPa COBMECTHO BBICTY-
[IUTH CIIOHCOPAMU 3aKOHOIIPOEKTA,
HO ¢ He IIOMHIO, KOrO UMEHHO.

The hallmark of low-quality machine translation is
translating every occurrence of enjoy with macsa-
xKnarhes, and people with stiou, to give examples
of typical frequency calques seen in the analysis of
this year.

(b) Target phenomena as persistent difficulties.
A number of Russian categories can be problem-
atic because they are not directly marked in the
source but are obligatory in Russian. These cat-
egories are known to be difficult for Russian lan-
guage learners, too. For example, English often
encodes verbal aspect (a grammatical category that
characterizes an action with regard to its internal
temporal structure, such as whether it is ongoing,
completed, repeated, or habitual) through contex-
tual or grammatical means, while Russian uses a
lexico-grammatical system (perfective, imperfec-
tive verbs). The translator is compelled to make
a lexical choice that cannot be carried over from
the source, since the category is not explicitly ex-
pressed there. Instead, the decision must be guided



by contextual cues and world knowledge, with the
challenge lying in correctly reading those signals.

Verbal aspect: Automatic translation into Rus-
sian often struggles with maintaining aspectual co-
herence when rendering coordinated English verbs
in the past tense. In Example (10), the first trans-
lation maintains consistent temporal and aspectual
framing by using two perfective verbs (pazmas and
nosty4amit). By contrast, the incorrect version (10-b)
uses an imperfective verb (pasmasas) in the first
clause. This creates a mismatch with the following
perfective verb, producing an incoherent sequence:
the first action is presented as ongoing or habitual,
while the second is punctual and bounded. The
result is an aspectual clash that disrupts the event
structure of the sentence.

(10) The teacher handed out worksheets, but I

didn’t get one.

a. Yuurenab pasaa pabodne JINCTHI,
HO MHE HE JIOCTAJIOCh.

b. *Yuwurens pazgasaj pabodue Jim-
CTBI, HO & MX HE MOJIyYnJI.

In Example (11), the source communicates a polite
encouragement and requires an imperfective verb
(cammaTh) used in (11-a). Translations with pos-
sessive pronouns and perfective verb (cuarn) are
suboptimal, because they sound like a command or
instruction like in (11-b).

(11 Do take your coat off.
a. Cunmaiite maspTo (Iporry Bac).

b. *Cuumure cBOé MaJbTO.

Another interesting example related to aspect is
given in (12). The verb pasbenaitrech used in
(12-b) is an imperfective form of the verb pazb-
ecTbcs, one of the meanings of which is ‘to enjoy’.
However, this verb is never used in the imperfective
form with this meaning. Moreover, the given exam-
ple contains an idiomatic expression which should
not be translated literally word by word. Instead, a
corresponding idiomatic expression should be used
in Russian, as in (12-a).

12) Enjoy your meal.
a. IlpusrHoro ammerura.

b. *PazbenaiiTech 06e10M.

Beyond that, this output also contained the expla-
nation by the system: Note “Enjoy your meal” can

be translated more literally as “Eat your meal with
pleasure”, but Pazbenaiitech 0beoM is a more
common colloquial way to say it in Russian. This
explanation is wrong.

Nominalisations: One important component of
human translator training is drawing attention to lin-
guistic categories that tend to be underrepresented
in translation. Based on our analysis, in MT, these
include nominalizations and ellipsis.

A variety of English subordinate clauses can be
rendered as nominal phrases in Russian. This strat-
egy helps avoid unnecessary nesting and reduces
sequences of functional words, such as 8 Tom, 4T0;
9TO YTO-TO, HaJ[ YeM; JI0 TeX 1Iop, 0Ka, resulting
in a text that reads more naturally in Russian. In
Example (13), the subordinate clause he’s retired is
rendered as the phrase rmocye 3aBeprenus kapbe-
peol in the accepted translation, whereas a weaker
system (13-b) fails to apply this transformation.

(13) As previously documented, he discussed
what his next move will be now that he’s

retired from in-ring competition.

a. Kak yxke coobmamoch panee, oH
pacckazaj O CBOUX JAJTbHEUITNX
MJIAHAX TIOCJIE 3aBEPITIEHUs Kapbe-
pBI pecTiiepa.

b. *Kak 6bL10 33/I0KyMEHTHPOBAHO
pamee, oH 0OCYIUJI, KAKUM OyjieT
€ro CJICAYyIOMUI I1ar Tenepb, Ko-
TJla OH 3aBEPIUI KApbepy aKTHB-
HOro Gopiia.

Finally, a translated text can often be recognized by
its unnaturally complete structure, with elements
such as pronouns, copula verbs, and connectives
explicitly spelled out where they could easily be in-
ferred from the context. In other words, translated
language underuses ellipsis.

There is a clear distinction between weaker and
stronger MT systems in this regard. Stronger sys-
tems are less likely to produce a subject in sub-
sequent clauses when it is identical to the subject
of the main clause, which aligns with natural Rus-
sian usage and enhances fluency. For example, in
Mpur cuemaem A, Kak TOJBKO MBI MOTydInM b
(“We shall do A, as soon as we get B”), the second
mbl would normally be omitted. Similarly, the cop-
ula verb in sentences such as Ou 3ameTusI, 9TO
ona <06ObLia> mnedasjbHa (“He noticed that she
was sad’’) should be omitted; however, failure to
follow this pattern is pervasive even among strong
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systems. These issues rarely impede understanding
and are generally tolerated in evaluation, but they
signal a lack of expected quality and function as an
indicator of professional translation proficiency.

Due to space constraints, this description in-
cludes only the more pervasive defects of MT.
Other flaws, which we want to flag, include con-
trastive connectives (esp. but translated as mo
where a is required), confusion caused by epis-
temic would and could, the limited use of short
adjectives in predicative function, failures to build
adverbial participial clauses as required by Russian
school grammar, etc.

4 Discussion: Lessons Learned

The test suite was revised to exclude items with
questionable categorization or insufficient context-
independence for translation in isolation. The rules
have become less permissive in terms of fluency
and accuracy.

There are some similarities between the trans-
lation patterns produced by NMT and by learner
translators (see the detailed analysis in Ku-
nilovskaya et al., 2023). These similarities are most
visible in source-language—triggered issues, such
as the placement of adverbials and prepositional
objects, or the preference for analytical (instead of
synthetic) forms of future and passive verbs. This
points to the phenomenon of shining through (as
defined by Teich, 2003), which belongs to the phe-
nomena of translationese (Gellerstam, 1986), i.e.,
specific features of translated language that make it
different from non-translated original language pro-
duction. However, compared to human translators,
NMT systems (especially those outside the top tier)
more often generate sentences that obscure the mes-
sage, overcomplicate structure, or introduce redun-
dancy. Such output departs from target-language
conventions in ways that sound recognizably non-
human, often failing to produce a coherent text that
conveys a clear, plausible situation.

We observed that the same systems might pur-
sue different strategies depending on the conditions.
Faced with the absence of isomorphic structures
in the target language, they are capable of impres-
sively creative solutions. In less demanding con-
texts, however, they tend to revert to routine, near-
literal strategies that overlook the target language’s
potential for more optimal expression.

5 Conclusion

In 2025, state-of-the-art English—Russian MT pre-
sented by the latest LLM-based systems shows sub-
stantial progress in performance, yet it continues
to display important weaknesses. Our fine-grained
evaluation revealed that even top-performing mod-
els still falter on translations requiring deep compre-
hension and nuanced rephrasing, much like human
novice translators. At the same time, the best sys-
tems exhibit marked improvements on such ‘extra-
credit’ items by re-structuring and wording trans-
lations in a more natural Russian style instead of
relying on word-for-word renditions. This shift
toward non-literal, context-aware translation indi-
cates that current MT can approximate some of the
flexible strategies employed by skilled human trans-
lators. Notably, general-purpose LLMs (e.g., GPT-
4.1, Claude-4) only attained mid-tier accuracy on
our test suite, underscoring that even massive gener-
alist models have not fully solved certain linguistic
subtleties Specialized MT engines thus continue
to hold an edge on fine-grained challenges, though
the gap is beginning to narrow as new models adopt
more human-like problem-solving approaches.

Limitations

A limitation of our current evaluation design is its
reliance on a binary correctness—each test item
is marked as either correct or incorrect based on
regular-expression matching or manual adjudica-
tion. While this design facilitates scoring and re-
sult aggregation, it inevitably lacks the granularity
needed for a more nuanced evaluation of transla-
tion quality, especially when annotators are faced
with a human-like variation of MT outputs for less
straightforward examples.

The second most notable limitation is the
sentence-level nature of examples, which provides
a reduced opportunity to track translation problems
that might arise from the discourse level. It is not
clear whether MT models would employ sentence
splitting and merging as well as redistribution of se-
mantics across several sentences if they were faced
with larger spans of text to operate on.

Next, the test suite requires further revision
to strengthen its construct validity. In particular,
source items should foreground the targeted source-
language phenomenon as the primary translation
challenge, without being obscured by additional
difficulties in other parts of the sentence, insofar as
this is possible.
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The current scoring approach does not differenti-
ate sources by their translation difficulty. In future
work, we plan to introduce a weighting scheme
informed by the entropy of submitted translation
solutions.
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categ count  Wenyi Algha  Yande Gemin Claud DeepS  GPT41 Shy  Comma  UvAMT avg
Ambiguity 10 100.0 100.0 90.0 100.0 100.0 100.0 100.0  100.0 100.0 80.0 97.0
Coordination & ellipsis 27 85.2 85.2 92.6 88.9 85.2 81.5 85.2 88.9 96.3 889 878
False friends 8 100.0 100.0 100.0 87.5 100.0 87.5 100.0 75.0 75.0 100.0 925
Function word 16 93.8 93.8 87.5 93.8 100.0 100.0 93.8 93.8 87.5 938 93.8
LDD & interrogatives 27 96.3 96.3 88.9 92.6 88.9 85.2 81.5 92.6 85.2 852  89.3
Lexical Morphology 16 87.5 87.5 93.8 93.8 87.5 87.5 87.5 87.5 75.0 938  88.1
MWE 55 85.5 85.5 92.7 80.0 78.2 78.2 83.6 83.6 69.1 673 804
Named entity & terminology 47 91.5 91.5 97.9 93.6 93.6 91.5 95.7 89.4 89.4 85.1 919
Non-verbal agreement 39 100.0 100.0 89.7 97.4 92.3 94.9 92.3 923 94.9 89.7 944
Subordination 49 98.0 98.0 95.9 100.0 93.9 93.9 93.9 95.9 87.8 857 943
Verb semantics 7 100.0 100.0 100.0 85.7 71.4 85.7 71.4 71.4 85.7 429 814
Verb tense/aspect/mood 94 94.7 94.7 94.7 94.7 89.4 92.6 90.4 91.5 93.6 872 923
Verb valency 70 91.4 914 90.0 87.1 90.0 87.1 87.1 87.1 81.4 814 874
micro-average 465 93.1 93.1 93.1 91.8 89.5 89.2 89.5 89.7 86.5 83.7 899
macro-average 465 9.1 94.1 934 91.9 90.0 89.7 89.4 88.4 86.2 83.1 90.0
our rank 1 1 1 1 5 5 5 5 9 10

WMT25 human rank 3 5 8 1 3 6 3 2 6 10
phenomenon count ~ Wenyi  Algha  Yande Gemin Claud  DeepS GPT41 Shy  Comma  UvAMT avg
Ambiguity 10 100.0 100.0 90.0 100.0 100.0 100.0 100.0  100.0 100.0 80.0 97.0
Lexical ambiguity 10 100.0 100.0 90.0 100.0 100.0 100.0 100.0  100.0 100.0 80.0 97.0
Coordination & ellipsis 27 85.2 85.2 92.6 88.9 85.2 81.5 85.2 88.9 96.3 88.9 87.8
Gapping 5 80.0 80.0 100.0 100.0 80.0 80.0 60.0 60.0 80.0 60.0 78.0
Pseudogapping 7 71.4 71.4 85.7 100.0 85.7 71.4 100.0  100.0 100.0 100.0 88.6
Right node raising 5 80.0 80.0 100.0 80.0 80.0 80.0 80.0 80.0 100.0 80.0 84.0
Sluicing 2 100.0 100.0 100.0 50.0 100.0 50.0 50.0  100.0 100.0 100.0 85.0
Stripping 6 100.0 100.0 83.3 83.3 83.3 100.0 100.0  100.0 100.0 100.0 95.0
VP-ellipsis 2 100.0 100.0 100.0 100.0 100.0 100.0 100.0  100.0 100.0 100.0  100.0
False friends 8 100.0 100.0 100.0 87.5 100.0 87.5 100.0 75.0 75.0 100.0 92.5
Function word 16 93.8 93.8 87.5 93.8 100.0 100.0 93.8 93.8 87.5 93.8 93.8
Focus particle 4 75.0 75.0 50.0 75.0 100.0 100.0 75.0 75.0 50.0 100.0 71.5
Question tag 12 100.0 100.0 100.0 100.0 100.0 100.0 100.0  100.0 100.0 91.7 99.2
LDD & interrogatives 27 96.3 96.3 88.9 92.6 88.9 85.2 81.5 92.6 85.2 85.2 89.3
Inversion 8 87.5 87.5 87.5 87.5 875 87.5 75.0  100.0 75.0 875 86.3
Multiple connectors 3 100.0 100.0 100.0 100.0 100.0 100.0 100.0 66.7 100.0 100.0 96.7
Pied-piping 7 100.0 100.0 85.7 100.0 85.7 85.7 85.7 100.0 85.7 100.0 92.9
Preposition stranding 3 100.0 100.0 100.0 100.0 100.0 100.0 100.0  100.0 100.0 100.0  100.0
Topicalization 3 100.0 100.0 66.7 66.7 100.0 66.7 66.7 100.0 100.0 66.7 833
Wh-movement 3 100.0 100.0 100.0 100.0 66.7 66.7 66.7 66.7 66.7 333 76.7
Lexical Morphology 16 87.5 87.5 93.8 93.8 87.5 87.5 87.5 87.5 75.0 93.8 88.1
Functional shift 8 100.0 100.0 100.0 100.0 100.0 100.0 100.0  100.0 100.0 100.0  100.0
Noun formation (er) 8 75.0 75.0 87.5 87.5 75.0 75.0 75.0 75.0 50.0 87.5 76.3
MWE 55 85.5 85.5 92.7 80.0 78.2 78.2 83.6 83.6 69.1 67.3 80.4
Collocation 9 88.9 88.9 88.9 88.9 71.8 77.8 77.8 88.9 66.7 66.7 81.1
Compound 6 66.7 66.7 66.7 333 50.0 66.7 66.7 66.7 66.7 50.0 60.0
Idiom 13 92.3 92.3 100.0 84.6 84.6 76.9 100.0 69.2 61.5 76.9 83.8
Nominal MWE 8 100.0 100.0 100.0 100.0 100.0 100.0 100.0  100.0 87.5 50.0 93.8
Prepositional MWE 7 100.0 100.0 100.0 100.0 71.4 100.0 85.7  100.0 85.7 71.4 91.4
Verbal MWE 12 66.7 66.7 91.7 66.7 75.0 58.3 66.7 83.3 58.3 75.0 70.8
Named entity & terminology 47 91.5 91.5 97.9 93.6 93.6 91.5 95.7 89.4 89.4 85.1 91.9
Date 17 88.2 88.2 100.0 94.1 94.1 88.2 100.0 94.1 100.0 94.1 94.1
Domainspecific Term 2 50.0 50.0 100.0 50.0 50.0 50.0 50.0 50.0 100.0 50.0 60.0
Measuring Unit 9 88.9 88.9 100.0 100.0 100.0 100.0 100.0 88.9 88.9 100.0 95.6
Onomatopeia 4 100.0 100.0 75.0 100.0 100.0 100.0 100.0  100.0 100.0 75.0 95.0
Proper Name & Location 15 100.0 100.0 100.0 93.3 93.3 93.3 93.3 86.7 73.3 73.3 90.7
Non-verbal agreement 39 100.0 100.0 89.7 974 92.3 94.9 92.3 92.3 94.9 89.7 94.4
Coreference 14 100.0 100.0 85.7 92.9 85.7 92.9 85.7 92.9 92.9 78.6 90.7
Genitive 10 100.0 100.0 100.0 100.0 90.0 90.0 90.0 90.0 90.0 90.0 94.0
Personal Pronoun Coreference 4 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Substitution 11 100.0 100.0 81.8 100.0 100.0 100.0 100.0 90.9 100.0 100.0 97.3
Subordination 49 98.0 98.0 95.9 100.0 93.9 93.9 93.9 95.9 87.8 85.7 94.3
Adverbial clause 1 100.0 100.0 100.0 100.0 100.0 100.0 100.0  100.0 100.0 100.0  100.0
Cleft sentence 3 100.0 100.0 66.7 100.0 66.7 100.0 66.7 100.0 66.7 333 80.0
Complex object 9 88.9 88.9 100.0 100.0 88.9 77.8 88.9 88.9 88.9 88.9 90.0
Contact clause 3 100.0 100.0 100.0 100.0 100.0 100.0 100.0  100.0 100.0 100.0  100.0
Infinitive clause 12 100.0 100.0 91.7 100.0 100.0 100.0 100.0  100.0 75.0 91.7 95.8
Object clause 3 100.0 100.0 100.0 100.0 100.0 100.0 100.0  100.0 100.0 100.0  100.0
Participle clause 12 100.0 100.0 100.0 100.0 91.7 100.0 91.7 91.7 91.7 833 95.0
Subject clause 6 100.0 100.0 100.0 100.0 100.0 83.3 100.0  100.0 100.0 83.3 96.7
Verb semantics 7 100.0 100.0 100.0 85.7 71.4 85.7 714 714 85.7 429 81.4
Verb tense/aspect/mood 94 94.7 94.7 94.7 94.7 89.4 92.6 90.4 91.5 93.6 87.2 92.3
Conditional 12 100.0 100.0 100.0 100.0 91.7 100.0 100.0  100.0 100.0 91.7 98.3
Ditransitive 22 100.0 100.0 86.4 100.0 95.5 95.5 100.0 86.4 100.0 86.4 95.0
Gerund 5 100.0 100.0 100.0 100.0 100.0 100.0 100.0  100.0 100.0 100.0  100.0
Imperative 16 87.5 87.5 100.0 87.5 81.3 87.5 81.3 87.5 93.8 87.5 88.1
Intransitive 22 90.9 90.9 90.9 90.9 86.4 90.9 86.4 90.9 95.5 86.4 90.0
Reflexive 11 90.9 90.9 100.0 90.9 90.9 90.9 90.9 90.9 81.8 90.9 90.9
Transitive [ 100.0 100.0 100.0 100.0 83.3 83.3 66.7 100.0 66.7 66.7 86.7
Verb valency 70 91.4 91.4 90.0 87.1 90.0 87.1 87.1 87.1 81.4 81.4 87.4
Case government 20 100.0 100.0 100.0 100.0 100.0 100.0 100.0  100.0 100.0 100.0  100.0
Catenative verb 13 92.3 92.3 92.3 92.3 100.0 92.3 100.0 92.3 76.9 84.6 91.5
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Yande

Gemin

phenomenon count  Wenyi  Algha Claud  DeepS GPT41 Shy  Comma  UvAMT avg
Mediopassive voice 6 100.0 100.0 833 833 100.0 100.0 100.0 833 66.7 66.7 88.3
Passive voice 12 100.0 100.0 100.0 100.0 100.0 91.7 91.7  100.0 100.0 100.0 98.3
Resultative 8 100.0 100.0 87.5 62.5 87.5 87.5 75.0 87.5 75.0 75.0 83.8
Semantic roles 11 54.5 54.5 63.6 63.6 455 455 455 455 45.5 36.4 50.0
micro-average 465 93.1 93.1 93.1 91.8 89.5 89.2 89.5 89.7 86.5 83.7 89.9
phen. macro-average 465 93.0 93.0 92.5 90.5 89.0 88.3 87.4 89.4 86.6 82.4 89.2
categ. macro-average 465 94.1 94.1 93.4 91.9 90.0 89.7 89.4 88.4 86.2 83.1 90.0
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