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Abstract

We present the results of the WMT 2025
shared task of the Open Language Data Ini-
tiative (OLDI). Participants were invited to
contribute to the existing massively multilin-
gual open datasets supported by OLDI (FLO-
RES+, OLDI-Seed, WMT24++), or create new
resources in line with OLDI’s aims. We ac-
cepted eight submissions: seven extensions or
revisions of the existing datasets and one sub-
mission with a new massively parallel train-
ing dataset, SMOL. These contributions ad-
vance the coverage and quality of multilingual
datasets, especially since for many languages,
they are the first publicly-available training or
evaluation data for machine translation. All
contributions are released under permissive
open-source licenses.

1 Introduction

Recent advances in machine translation (MT) have
resulted in system output which is indistinguishable
from that of human translators (Kocmi et al., 2024).
However, even if we assume that the task of MT is
‘solved’, this would be true only for a small number
of well-resourced language pairs. Achieving such
high task performance requires abundant parallel
training data specific to the language pair and do-
main of interest, either as explicit parallel datasets,
or as incidental bilingual signals in generic web
data (Briakou et al., 2023). For the majority of
the world’s languages, we lack both the parallel
training data necessary to train MT models, as well
as the evaluation data to assess their translation
capabilities.

One way to address this bottleneck is creation of
massively multilingual parallel datasets and their
extension to new languages. In this paper, we

"Equal contribution

describe the second Shared Task for Open Lan-
guage Data Initiative (OLDI) which invited lan-
guage communities to contribute to high-quality,
massively parallel and open-source datasets. Con-
tributions could involve either extending existing
datasets to new language varieties, making sub-
stantial improvements to existing datasets, or cre-
ating new massively multilingual parallel datasets.
The datasets of interest to the shared task include
(but are not limited to) FLORES+, OLDI-Seed
(NLLB Team et al., 2024; Maillard et al., 2024),
and WMT24++ (Deutsch et al., 2025). The OLDI
itself is a community of researchers that maintains
the former two datasets and promotes better lan-
guage resources for under-served languages in gen-
eral.!

This year, we received eight submissions, in-
cluding six extensions of datasets to new language
varieties, two revisions of existing translations, and
one entirely new massively parallel dataset. All the
data will be made available online under permissive
open-source licenses.’

2 Datasets

2.1 FLORES+

FLORES is a family of datasets designed to bench-
mark multilingual translation, with many-to-many
alignment across over 200 languages. The first iter-
ation of this dataset covered only three languages
(Guzmén et al., 2019), but following iterations in-
creased coverage first to 101 languages (FLORES-
101, Goyal et al., 2022) and then to over 200 lan-
guages as part of the “No Language Left Behind”
project (NLLB Team et al., 2024). Finally, as part

"https://oldi.org/
2https: //huggingface.co/collections/
openlanguagedata
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Language Variety ISO 639-3  ISO 15924  Glottocode Contributors  Contributions
123 languages Caswell SMOL (new dataset)
et al. (2025)
Ladin Val Badia 11d Latn badi1244 Frontull FLORES+ new data
et al. (2025)
Gherdéina gard1241
Kyrgyz kir Cyrl kirg1245 Jumashev OLDI-Seed new data
et al. (2025)
Norvegian Bok- moderate nob Latn under review ~ Mahlum FLORES+ revision
mal et al. (2025)
radical under review FLORES+ new data
Southern Uzbek uzs Arab sout2699 Mamasaidov FLORES+ new data
etal. (2025) (dev split)
French fra Latn stan1290 Marmonier  OLDI-Seed new data
et al. (2025)
Standard zgh Tfng stan1324 Oktem et al. FLORES+ revision,
Moroccan (2025) OLDI-Seed revision
Tamazight
Romansh Rumantsch  roh Latn rumail247 Vamvas WMT24++ new data
Grischun et al. (2025)
Sursilvan surs1244
Surmiran surm1243
Sutsilvan suts1235
Puter uppe1396
Vallader lowe1386

Table 1: A summary of all contributions to the WMT 2025 Shared Task of the Open Language Data Initiative.

of the previous edition of this shared task, an ad-
ditional 8 languages were included on top of sev-
eral corrections to existing datasets (Abdulmumin
et al., 2024; Ali et al., 2024; Gordeev et al., 2024;
Kuzhuget et al., 2024; Mamasaidov and Shopula-
tov, 2024; Perez-Ortiz et al., 2024; Yu et al., 2024).
This new, living version of the FLORES benchmark
is released under the name FLORES+.

2.2 OLDI-Seed

The NLLB-Seed dataset of NLLB Team et al.
(2024) was created as a source of starter data for
languages without publicly-available high-quality
bitext in sufficient quantity for training natural lan-
guage processing (NLP) models. This dataset con-
sists of around 6000 sentences sampled from the
Wikipedia articles listed in English Wikimedia’s
“List of articles every Wikipedia should have”.?
These were professionally translated into each of
the 38 languages covered by the first iteration of
this dataset (39 if including English), and experi-
ments by Maillard et al. (2023) demonstrated the
gains of including these datasets in the training mix
of MT models.

3https ://meta.wikimedia.org/wiki/List_of_
articles_every_Wikipedia_should_have

Participants to last year’s edition of this shared
task contributed three new languages (Ahmed et al.,
2024; Cols, 2024; Ferrante, 2024). To reflect the
continuously updating nature of this dataset, and to
distinguish it from prior iterations, it is released as
OLDI-Seed.

2.3 WMT24++

The WMT24++ dataset (Deutsch et al., 2025) was
created by translating the test dataset from the
WMT24 General MT shared task (Kocmi et al.,
2024) from English to 54 other languages. The 998
paragraph-sized English source documents come
from four different domains: literary, news, so-
cial, and transcribed speech. Thus, WMT24++
is mostly complementary to FLORES+ in docu-
ment sizes and domains (though news is an over-
lapping domain). Unlike the two previous datasets,
WMT24++ is managed by Google Research and
not by OLDI, but in common with all datasets pro-
moted by OLDI, it is released under a permissive
license (Apache License 2.0).

2.4 Other datasets

There are other massively parallel datasets that
could have been potential targets for extension
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in the OLDI shared task. They include MT eval-
uation benchmarks such as NTREX-128 (Feder-
mann et al., 2022) and BOUQuET (Andrews et al.,
2025), as well as other parallel datasets that could
be reused for MT like Global MMLU (Singh
et al., 2025) or MCS-350 (Agarwal et al., 2023).
FLEURS, a parallel datasets of speech (Conneau
et al., 2023) and signed language (Tanzer, 2025;
Costa-jussa et al., 2025) could also have been con-
sidered. Finally, there is the massively parallel
GATITOS dataset (Jones et al., 2023) of 4000 fre-
quently used words and phrases translated from
English that served as a foundation for SMOL
(Caswell et al., 2025), one of the contributions of
the current shared task.

3 Shared task definition

The goal of the shared task was to expand
high-quality, massively-parallel and open-source
datasets to improve the resources available for mul-
tilingual applications like MT. Contributions could
consist of the addition of new language varieties
to existing datasets, substantial improvements to
existing datasets, or novel datasets compatible with
the aims of OLDI. Most contributions were to the
datasets managed by OLDI: FLORES+ and OLDI-
Seed.

3.1 Contributing to FLORES+ and
OLDI-Seed

We encouraged the contributors of new languages
to FLORES+ and OLDI-Seed to start from the orig-
inal English data; using a different pivot language
was also possible, if clearly documented. We re-
quired the translations to be performed, wherever
possible, by qualified, native speakers of the target
language, and encouraged verification of the data
by at least one additional native speaker. More
recommendations were described in the OLDI con-
tribution guidelines.*

For FLORES+ translation, we did not allow us-
ing or even referencing MT output, including post-
editing, to avoid introducing any machine bias in
this evaluation dataset. For OLDI-Seed data, the
use of post-edited machine translated content was
allowed, as long as all data was manually verified
and the MT system allowed reusing their outputs
to train other models (which is not the case for the
major commercial LLMs). This is because OLDI-
Seed is intended as MT training data rather than

*https://oldi.org/guidelines

evaluation data and so is subject to less strict re-
quirements.

We asked the participants to attach dataset cards
to new data submissions, detailing precise language
information and the translation workflow that was
employed. In particular, we asked them to identify
the language with both an ISO 639-3 individual
language tag and a Glottocode, and identify the
script with an ISO 15924 script code. For example,
the Rumantsch Grischun variety was identified as
roh_Latn_rumal247.

Participants were encouraged to provide exper-
imental validation of the quality of the data they
were submitting.

3.2 Contributing other data

We also accepted extensions and improvements
to other foundational multilingual datasets (e.g.
WMT?24+) that are massively parallel, open source,
and useful to under-served language communities.
We suggested that contribution workflow should
follow that for FLORES and OLDI-Seed as closely
as possible to ensure data quality and documenta-
tion. We required contributed data to be released
under an open license (allowing free research use
as a minimum).

4 Submissions

4.1 Shared task submissions

Table 1 summarises the contributions accepted as
part of the shared task and the languages that were
involved. In the rest of this section, we briefly
describe each submission.

Caswell et al. (2025) created the SMOL dataset:
a multiway parallel training dataset with high
lexical coverage. The first part of the dataset,
SMOLSENT, is based on 863 English sentences
semi-manually selected from Common Crawl data’
to cover 5.5k of the most common English words
(obtained by joining the GATITOS wordlist and
the most frequent words in Common Crawl). The
second part of the dataset, SMOLDOC, is based
on 584 English documents generated with LLMs
using prompt templates that ensured diversity of
topics and styles. The dataset was professionally
translated from English into 115 languages, mostly
under-resourced. Subsequently, additional volun-
teer translations were contributed, bringing the total
number of languages to 123.

Shttps://commoncrawl.org/
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To demonstrate the value of the dataset, the au-
thors used it for in-context learning of several com-
mercial LLMs and for fine-tuning of a GEMINI
LLM for translation out of English into the 80 lan-
guages for which evaluation data were available.
For most language subsets and models, in-context
learning with SMOL examples was found to be su-
perior to zero-shot translation. Fine-tuning demon-
strated positive effect of both SMOL dataset parts
and their combination with GATITOS.

Frontull et al. (2025) translated FLORES+ into
Val Badia and Gherdéina, two varieties of the Ladin
language which is spoken in Northern Italy. The
paper gives a detailed overview of Ladin and the
resources available for it. The FLORES sentences
were first manually translated into the Val Badia
variety, using German, Italian, Friulian, and En-
glish references, then into the Gherdéina variant,
using Val Badia as an additional reference. The
authors additionally released training datasets for
Gherdéina—Italian and Val Badia—Gherdg&ina pairs
and used them to fine-tune an NLLB model to trans-
late between the three languages. They used the
newly translated FLORES dataset to benchmark
the MT performance of this model and four LLMs
(with and without retrieval of few-shot examples
from the parallel training dataset). They found
that even though retrieval helps, translation into the
Ladin variants remains a clear challenge for current
LLMs.

Jumashev et al. (2025) expand OLDI-Seed to
Kyrgyz by post-editing LLLM-based translations
from English (using also Kazakh and Russian lexi-
cal resources) with a subsequent review to ensure
term consistency throughout the dataset. Two post-
editing techniques that the authors highlight are
breaking a complex English sentence into two or
more Kyrgyz sentences to be more fluent under
the Kyrguz SOV sentence structure, and a careful
choice between native Kyrgyz words and Russian
or English calques for scientific terms.

To demonstrate the effectiveness of the resulting
parallel dataset, the authors finetuned four multilin-
gual models on it and demonstrate gains in transla-
tion performance of each model on FLORES+ and
X-WMT (Mirzakhalov et al., 2021).

Mazehlum et al. (2025) revise the FLORES+
dataset in Norvegian Bokmal and create a new ver-
sion of it in Radical Bokmal, a sub-variety that is
closer to spoken Norwegian dialects than the more
Danish-like conservative Bokmal that dominates
formal discourse. The authors provide a detailed

explanation of the difference between the varieties,
followed by an overview of the grammatical and
lexical mistakes present in the original Bokmal
FLORES+ dataset, such as anglicisms, word-by-
word translations and problems in agreement. The
necessary revisions affected two thirds of the FLO-
RES+ sentences. The authors demonstrate that
the new version of the dataset, cleaned from an-
glicisms and overly literal translations, serves as a
more challenging reference set for English-Bokmal
translation than the previous version.

Mamasaidov et al. (2025) extended FLORES+
to Southern Uzbek, a variety spoken in Afghanistan
and written in Arabic script. It is substantially dif-
ferent from Northern Uzbek, which is spoken in
Uzbekistan and written in Latin. The challenges
of understanding and generating Southern Uzbek
include the ambiguity of Arabic vowel characters
and the use of a zero-width non-joiner character
(U+200C) to separate the words’ suffixes. Apart
from the FLORES+ dev set translation into South-
ern Uzbek performed by a single native linguist, the
paper also contributes an automatically aligned par-
allel dataset of the Southern and Northern Uzbek
sentences, a NLLB model fine-tuned with this
data and evaluated with FLORES+, and scripts for
transliteration of Southern Uzbek into Latin and
for post-correction of missing U+200C characters.
The newly finetuned model outperforms the strong
LLM baselines on translation into Southern Uzbek,
demonstrating the lack of previous support for this
language.

Marmonier et al. (2025) expand OLDI-Seed to
French with the purpose of serving as a pivot lan-
guage for the under-resourced regional languages
of France. Each OLDI-Seed sentence has been
translated from English with 9 different MT sys-
tems, and two native French speakers selected and
post-edited the most promising translation candi-
date from each such set. Finally, the translations
were processed through a grammar checker. For
validating the post-edited translations, the authors
use MetricX-24 quality estimation system (Juraska
et al., 2024), demonstrating that the human trans-
lations result in lower predicted error rates than
any of the MT candidates. The paper empha-
sizes the terminological complexity of the OLDI-
Seed dataset and the challenges of producing fluent
French translations as a result of the issues some-
times found in the English source sentences.

Oktem et al. (2025) revised FLORES+ and
OLDI-Seed sentences in Standard Moroccan
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Tamazight as a part of the Awal initiative. The
FLORES sentences were revised by two linguists
using English as reference whilst OLDI-Seed was
revised by three professional Tamazight translators
with English and Arabic references. 36% of FLO-
RES and overall and 40% of OLDI-Seed sentences
required correction of spelling mistakes, transliter-
ation errors, unnecessary or malformed loanwords,
and mistranslations.

The authors fine-tuned an NLLB-based model
with the corrected OLDI-Seed dataset and other
Tamazight-English parallel datasets and evaluated
it alongside with the original NLLB models and
commercial LLMs on the original and corrected
FLORES dataset. They found that the corrected
FLORES dataset yields better MT evaluation met-
rics, and that fine-tuning with the OLDI-Seed data
improves NLLB performance, making the model
outperform the LLMs in the English-Tamazight
direction.

Vamvas et al. (2025) expanded the WMT24++
benchmark with six varieties of the Romansh lan-
guage: Rumantsch Grischun, a supra-regional va-
riety, and five regional varieties: Sursilvan, Sut-
silvan, Surmiran, Puter, and Vallader. The bench-
mark texts were translated from German by hired
professionals who are native speakers of both Ger-
man and a Romansh variety. The translations were
then reviewed by two expert linguists. For auto-
matic validation of the translations, the authors
used language identification with a FastText model
and cross-variety ChrF++ scores, demonstrating
that the texts in the Romansh varieties are similar
but distinguishable from each other. The resulting
benchmark was used to assess the performance of
MT system and LLMs on translation between Ger-
man and Romansh, demonstrating that although
some models already understand Romansh fairly
well, translation into it is still challenging.

4.2 Other dataset extensions

It should be noted that not all contributors to the
OLDI datasets submitted shared task papers. In the
last year, FLORES+ has also received new trans-
lations in Chuvash, Dargwa, and Meadow Mari,
regional languages in Russia, and incorporated the
translations into Nko (Doumbouya et al., 2023) and
five Indic languages (Gala et al., 2023): Bodo, Do-
gri, Konkani, Sindhi and Manipuri. OLDI-Seed has
been extended with the Nko language (Doumbouya

et al., 2023).°

5 Discussion

Creating and maintaining language resources and
technologies is hard, especially massively multilin-
gual ones. There are tradeoffs and compromises:
between the number of language varieties covered
and the depth of the support of each variety, be-
tween the difficulty of benchmarks and the ease
of translating them into new languages, between
the naturalness of the translation in the target lan-
guage and its faithfulness to the source content.
Without the active interest of the communities ac-
tually speaking the language, advancing the NLP
technologies for many of the world’s under-served
languages is hardly possible.

The contributions of this year’s OLDI shared
task highlight some of the issues with existing mul-
tilingual datasets and put forward suggestions as
to how these might be solved. One issue which
was highlighted repeatedly by the teams translating
OLDI-Seed is its terminological complexity and
the requirement of specialized knowledge for trans-
lating it. However, the emergence of SMOL as
an alternative seed training dataset for MT helps
circumvent this issue. An additional issue is that
many popular multilingual datasets are English-
centric. This is a barrier for extension into lan-
guages whose speakers use other languages as a lin-
gua franca. Contributions like French OLDI-Seed
by Marmonier et al. (2025) mitigate this. Finally,
the work of Mahlum et al. (2025) and Oktem et al.
(2025) on revising the OLDI datasets in Norveg-
ian Bokmal and Tamazight, respectively, show the
need for continuous improvement of massive paral-
lel datasets, especially with the direct involvement
of the community of speakers.

Since the previous round of the OLDI shared
task, contributions to FLORES+ and OLDI-Seed
have already propagated to massively multilingual
NLP benchmarks (e.g. Luo et al. (2025)) and to the
extension of foundation models to new languages
(e.g. Tsiamas et al. (2025)). We hope that the new
datasets, languages and revisions contributed in the
current shared task will similarly lead to further
improvements in NLP resources and MT research
for under-resourced languages.

®See the detailed list of changes and their attributions in
the CHANGELOG.md files and dataset cards in the FLORES+
and OLDI-Seed repositories.
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6 Conclusion

We presented the results of the WMT 2025 OLDI
shared task. We accepted 8 submissions covering
16 languages, including the new SMOL dataset cov-
ering 123 languages, and extensions or revisions
of the existing foundational datasets, FLORES+,
OLDI-Seed, and WMT24++, in 14 language vari-
eties. We are truly grateful to all participants for
their work and we hope that these contributions are
soon adopted by the research community, enhanc-
ing a positive feedback loop between the develop-
ers of language technologies and the communities
of language speakers.
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