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Abstract

This paper describes the Laniqo system sub-
mitted to the WMT25 Terminology Translation
Task. Our approach uses a Large Language
Model fine-tuned on parallel data augmented
with source-side terminology constraints. To
select the final translation from a set of gener-
ated candidates, we introduce Pareto-Optimal
Decoding – a multi-objective reranking strategy.
This method balances translation quality with
term accuracy by leveraging several quality es-
timation metrics alongside Term Success Rate
(TSR). Our system achieves TSR greater than
0.99 across all language pairs on the Shared
Task testset, demonstrating the effectiveness of
the proposed approach.

1 Introduction

The shared task consists of two tracks: sentence-
level translation and document-level transla-
tion. Our submission focuses exclusively on the
sentence-level track, where each sentence is trans-
lated independently using provided terminology
constraints.

The shared task requires systems to be evaluated
in three distinct modes:

• No Terminology (noterm): The system is
only provided with the input sentences.

• Proper Terminology (proper): The system
receives the input text along with a dictionary
of domain-specific terminology pairs.

• Random Terminology (random): The system
is provided with the input text and a dictionary
of randomly sampled terms from the source
and target texts.

Our system builds upon the
EuroLLM-9B-Instruct model1 (Martins et al.,

1https://huggingface.co/utter-project/
EuroLLM-9B-Instruct

2025), which served as the baseline for our
experiments in Terminology-Aware Machine
Translation (MT). While this model already offers
multilingual translation capabilities, it is not
explicitly designed to handle translation with
domain-specific terminology constraints. To
further improve terminology control and transla-
tion quality, we explored several complementary
strategies:

1. Source-side terminology replacement:
Before translation, we replaced source-
language terms with their corresponding
target-language equivalents. This was
combined with explicit prompts designed
to guide the model in retaining or correctly
adapting the inserted terms.

2. Fine-tuning on glossary-augmented data:
We fine-tuned the base model on parallel data
augmented with terminology automatically
aligned between source and target segments.
The objective of this training was to expose
the model to code-switched source sentences,
enabling it to learn the mechanism for incorpo-
rating provided target-language terms during
translation.

3. Pareto-Optimal Decoding: We propose a
reranking strategy that integrates multiple
reference-free Quality Estimation (QE) met-
rics along with terminology accuracy to select
the most accurate and terminology-compliant
translation candidate.

In addition, we investigated prompt engineer-
ing techniques, such as structured instructions and
two-shot examples, aimed at improving system ro-
bustness.

The methods described above proved effective
in both improving the correct use of terminology
and maintaining overall translation quality, as con-
firmed by automatic metrics.

https://huggingface.co/utter-project/EuroLLM-9B-Instruct
https://huggingface.co/utter-project/EuroLLM-9B-Instruct
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2 Related Work

Handling specialized terminology in Neural Ma-
chine Translation (NMT) has received considerable
research interest in recent years. The proposed
methods can be broadly classified into three main
categories:

• Constrained decoding: These methods mod-
ify the beam search algorithm by restricting
the search space to ensure that the generated
hypotheses include the specified terminology
(Hokamp and Liu, 2017; Nowakowski and
Jassem, 2021). Furthermore, the application
of negative constraints has been studied for
re-translating sentences where an initial trans-
lation failed to incorporate the required terms
(Bogoychev and Chen, 2023).

• Placeholding: This approach involves replac-
ing source terms with special placeholder to-
kens (Michon et al., 2020). The model is then
trained to copy these placeholders into the
hypothesis, enabling the target terms to be
injected during post-processing. The main
disadvantage of this method is that masking
the source terms can result in a lack of context,
which can lead to a degradation in fluency of
the final translation.

• Source Text Constraints: This technique
involves augmenting the training data with
inline terminology constraints (Dinu et al.,
2019; Bergmanis and Pinnis, 2021). The
source text is augmented by adding the tar-
get term alongside its equivalent in the source
language. These terms are typically annotated
with source factors (Sennrich and Haddow,
2016) or pre-defined tags. This approach has
proven particularly effective for morpholog-
ically rich languages when combined with
Target Lemma Annotations (Bergmanis and
Pinnis, 2021). The model generates the appro-
priate morphological form of the target term,
ensuring that it adheres to the grammatical
rules of the target language.

The emergence of multilingual Large Language
Models (LLMs), such as EuroLLM (Martins et al.,
2025) and Tower+ (Rei et al., 2025), represents
a significant shift in MT towards the LLM era
(Kocmi et al., 2024). The ability of LLMs to follow
natural language instructions embedded within a

prompt opens up new possibilities for adhering to
terminology constraints.

Several possible strategies that leverage this
capability have been explored. One approach
involves using LLMs to generate term-rich syn-
thetic data for fine-tuning traditional NMT models
(Moslem et al., 2023b). Another line of work uses
LLMs for automatic post-editing, prompting the
model to inject missing terms into an existing trans-
lation (Bogoychev and Chen, 2023). A third, more
direct method involves providing the LLM with the
source text and a list of terminology constraints
which must be included in the output (Moslem
et al., 2023a).

Our approach builds on this direct prompting
method by extending it through the integration of
constraints in the source text.

While the primary objective of the Shared Task is
to ensure the correct translation of specified termi-
nology, maintaining the overall quality of the trans-
lation remains a critical factor. Well-established
methods for improving the quality of machine trans-
lation, such as Minimum Bayes Risk (MBR) de-
coding (Kumar and Byrne, 2004) and QE rerank-
ing, have consistently demonstrated their effective-
ness in various research studies in recent years
(Nowakowski et al., 2022; Finkelstein and Freitag,
2024; Guttmann et al., 2024). However, these ap-
proaches are typically designed to optimize for a
single metric.

This task requires the simultaneous optimization
of two distinct aspects: term accuracy and general
translation quality. To address this multi-objective
problem, we propose a method that balances these
potentially conflicting criteria.

3 Approach

3.1 Replace Method

Given a source segment and a glossary contain-
ing terminology pairs, we replaced each source
term in the input text with its corresponding target-
language term (see Table 1 for example). In con-
trast to previous works (Nieminen, 2023; Ri et al.,
2021), where target terminology was appended
to or replaced within the source text and subse-
quently enclosed by special tags, our approach,
similar to the data augmentation method proposed
by Song et al. (2019), directly replaces terms with
their target-language equivalents without introduc-
ing any additional markup. Directly inserting target



1278

<| i m _ s t a r t | > sys tem
You a r e a p r o f e s s i o n a l { s r c _ l a n g } t o { t g t _ l a n g } t r a n s l a t o r .
Your g o a l i s t o a c c u r a t e l y convey t h e meaning and nuances o f t h e
o r i g i n a l { s r c _ l a n g } t e x t w h i l e a d h e r i n g t o { t g t _ l a n g } grammar ,
v o c a b u l a r y , and c u l t u r a l s e n s i t i v i t i e s .
< | im_end | >
< | i m _ s t a r t | > u s e r
Some words have been pre − t r a n s l a t e d . You may need t o c o r r e c t them
i n t h e f i n a l t r a n s l a t i o n f o r a b e t t e r f i t i n t o t h e c o n t e x t .
{ s r c _ t e r m 1 } −> { t g t _ t e r m 1 }
{ s r c _ t e r m 2 } −> { t g t _ t e r m 2 }
{ s r c _ t e r m 3 } −> { t g t _ t e r m 3 }

T r a n s l a t e t h e f o l l o w i n g { s r c _ l a n g } s o u r c e t e x t t o { t g t _ l a n g } :
{ s r c _ l a n g } : { s r c _ t e x t _ r e p l a c e d }
{ t g t _ l a n g } : < | im_end | >
< | i m _ s t a r t | > a s s i s t a n t

Listing 1: Baseline terminology-aware translation prompt.

language terms into the source sentence results in
code-switching, enabling the model to adapt the
grammatical form of the target terms to fit them
into the sentence structure during inference.

Source "In the Switch Data Provider
dialog:"

Terminology {"data provider": "Daten-
provider"}

Replaced "In the Switch Datenprovider
dialog:"

Table 1: Example of terminology handling method ap-
plied to the source sentence.

The replacement process involved lemmatizing
both the source text and the glossary terms using
the simplemma library (Barbaresi, 2021). Each
source term was matched against the lemmatized
input, and when a match was found, it was substi-
tuted with the corresponding target term.

3.2 Prompt

The base prompt was designed to ensure the inte-
gration of glossary terms. Since replacing source
terms with their target-language equivalents can
obscure grammatical cues needed for correct in-
flection, the prompt also includes a list of original
source phrases alongside their corresponding target
terms. This provides the model with additional con-
text, helping it resolve potential ambiguities and

adjust terminology to the surrounding syntax when
necessary. The full prompt is shown in Listing 1.

During the experiments, we observed that a large
proportion of the mistranslated terminology con-
sisted of phrases that were identical or very similar
in both the source and target languages - differing
only in casing. When the model received a text
in which a term had been replaced with an identi-
cal or nearly identical term in the target language,
it did not recognize the change and consequently
translated it into an equivalent term in the target
language. We conducted additional experiments,
making some adjustments to the prompt to draw
the model’s attention to this issue. As a result,
we added the following instruction to the prompt:
(keep already translated {tgt_lang} words
- {tgt_terms}), for instance Translate the
following English source text to Spanish
(keep already translated Spanish words -
desea, Decida). This solution improved transla-
tion quality, leading to more frequent and correct
usage of the specified terminology.

3.3 Few-Shot Prompting

We also conducted experiments on few-shot
prompting. We found that providing two transla-
tion examples with terminology (in the appropriate
source and target languages) improves translation
quality, both in general translation metrics and in
term accuracy, averaged across all three language
pairs.



1279

Parameter Value/Description
LoRA Configuration

LoRA Rank (r) 16
LoRA Alpha (α) 32
LoRA Dropout 0.15

General Training Configuration
Per-Device Batch Size 4
Gradient Accumulation Steps 8
Learning Rate 1× 10−4

LR Scheduler Type Inverse Square
Root

Table 2: Fine-tuning hyperparameters

3.4 Terminology Aware Fine-Tuning

We fine-tuned the EuroLLM-9B-Instruct model
for English → German, English → Spanish, and
English → Russian terminology translation tasks.
For each language pair, we used a training set of
200,000 sentence pairs randomly sampled from the
OPUS corpora (Tiedemann and Nygaard, 2004).

To prepare data, we adopted a similar approach
to the Target Lemma Annotations (TLA) method
proposed in (Bergmanis and Pinnis, 2021). Specif-
ically, we selectively sampled nouns and verbs
from the target sentences via POS-tagging using
Stanza (Qi et al., 2020). These words were then
aligned with their corresponding source terms us-
ing the fast_align tool (Dyer et al., 2013), cre-
ating parallel term pairs for each sentence. These
sentences and term pairs were then formatted using
the prompt template shown in Listing 1.

Fine-tuning was performed using LoRA (Hu
et al., 2021) over 3 epochs on 4×A100 GPUs
conducted through the Oumi (Oumi Community)
framework. The specific training hyperparameters
are detailed in Table 2.

3.5 Pareto-Optimal Decoding

In the final stage, we used epsilon sampling with
ϵ = 0.02 and T = 1 to generate 100 candidate
translations for each source sentence. This method
has previously been found to be effective for cre-
ating diverse samples for techniques such as MBR
decoding and QE reranking (Freitag et al., 2023).
Next, we scored each source-candidate pair using
several QE metrics, namely xCOMET2 (Guerreiro
et al., 2024), ReMedy3 (Tan and Monz, 2025) and

2https://huggingface.co/Unbabel/XCOMET-XL
3https://huggingface.co/ShaomuTan/

ReMedy-9B-24

Figure 1: Visualization of Pareto-Optimal Decoding for
a sample sentence. Each blue point represents one of
100 translation candidates. The red × markers highlight
the non-dominated solutions. The top marked solution
would be chosen by our algorithm to maximize the TSR
score.

MetricX4 (Juraska et al., 2024). Additionally, we
calculated the Term Success Rate (TSR) (Semenov
et al., 2023) by verifying the presence of the lem-
matized source term words within the lemmatized
candidate translation sentence.

Previous research has shown that, while methods
such as QE reranking and MBR decoding signif-
icantly improve translation quality, they can lead
to overfitting to the utility metric (Pombal et al.,
2025). We anticipate that simply reranking accord-
ing to TSR could result in a substantial decrease in
translation quality, particularly since TSR is based
on matching lemmatized terms and does not con-
sider their grammatical correctness or the quality
of the entire translation. Therefore, a more sophis-
ticated selection strategy is required – one that can
maximize the task-specific TSR metric while main-
taining overall translation quality.

To achieve this balance, we propose an approach
based on Pareto optimality, which we name Pareto-
Optimal Decoding. This method identifies the set
of candidates that represent the optimal trade-off
between general quality, as measured by QE scores,
and term accuracy, as measured by TSR. Based on
the previously calculated metrics, we pruned the
translation candidates to a set of Pareto-optimal hy-
potheses using the paretoset5 library. From this
Pareto set of non-dominated solutions, we selected

4https://huggingface.co/google/
metricx-24-hybrid-xl-v2p6

5https://github.com/tommyod/paretoset

https://huggingface.co/Unbabel/XCOMET-XL
https://huggingface.co/ShaomuTan/ReMedy-9B-24
https://huggingface.co/ShaomuTan/ReMedy-9B-24
https://huggingface.co/google/metricx-24-hybrid-xl-v2p6
https://huggingface.co/google/metricx-24-hybrid-xl-v2p6
https://github.com/tommyod/paretoset
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System English → German English → Spanish English → Russian
COMET TSR COMET TSR COMET TSR

Replace 0.8756 0.7882 0.8819 0.9186 0.8570 0.9168
+ new prompt 0.8725 0.8402 0.8764 0.9302 0.8422 0.9304
+ few shot 0.8862 0.7846 0.8935 0.9264 0.8764 * 0.9304
+ LoRA + new prompt 0.8834 0.8528 0.8980 * 0.9457 0.8851 * 0.9497
+ LoRA + new prompt + few shot 0.8853 0.8474 0.9016 0.9477 0.8904 0.9497

(a) Translation quality results per language pair.

System COMET BLEU chrF TSR
Replace 0.8715 40.70 68.34 0.8745
+ new prompt 0.8637 40.59 68.25 0.9003
+ few shot 0.8854 * 43.91 * 70.38 * 0.8805
+ LoRA + new prompt 0.8888 * 45.53 * 70.80 * 0.9161
+ LoRA + new prompt + few shot 0.8924 46.24 71.34 0.9149

(b) Macro average results for all language pairs (English → German, English → Spanish and English → Russian).

Table 3: Ablation tests on translation quality for the WMT25 terminology development dataset, comparing individual
and combined gains of each method. Results marked with an asterisk (*) are statistically significant compared to the
previous method results.

the candidate that maximizes TSR. This final step
ensures that our selection directly addresses the pri-
mary objective of the Shared Task, while filtering
out suboptimal candidates in terms of translation
quality as measured by neural metrics.

Figure 1 illustrates our Pareto-Optimal Decoding
method for a single source sentence. For the sake of
visual clarity, we limited the method to using only
two metrics. Each blue circle corresponds to one
of the 100 translation candidates, plotted according
to the TSR score on the y-axis and xCOMET score
on the x-axis. The two red × markers highlight the
non-dominated solutions.

Interestingly, the hypothesis yielding the high-
est xCOMET score omits the required terminology
entirely, resulting in a TSR score of 0.0. This find-
ing emphasizes the limitations of single-metric op-
timization and the need for a multi-objective ap-
proach for translation quality optimization.

4 Results

Initially, we conducted experiments on the WMT25
development dataset. Table 3 shows the improve-
ments gained by using prompt engineering methods
and fine-tuning the model using LoRA. Table 3a
summarises the results for each language pair us-
ing the COMET6 and TSR metrics. Table 3b shows
the macro-averaged values for all language pairs,

6https://huggingface.co/Unbabel/
wmt22-comet-da

including the BLEU (Papineni et al., 2002) and chrF
(Popović, 2015) metrics.

The results obtained using the replace method
were used as our baseline. As Table 3 shows, using
a new prompt slightly decreased the general met-
rics, but improved the term accuracy metric by an
average of approximately 2.5 points. Using a few-
shot prompt improved results across all general
metrics except TSR. Subsequently, applying LoRA
further enhanced translation quality, particularly
when the model was used with the new prompt and
few-shot examples. Although gains for different
methods vary between language pairs depending
on dataset characteristics, the averaged values in-
dicate that this combined approach yields the best
results.

In addition, we performed statistical tests using
the Paired Bootstrap Resampling method (Koehn,
2004). We sampled s = 1000 times with n = 0.4∗
testset_length segments and p-value p = 0.05.
Each subsequent processing stage was compared
to the previous one. Statistically significant differ-
ences are marked with an asterisk (*) in Table 3.
The results show that adding few-shot prompting
to the baseline solution significantly improved the
COMET scores for the English → Russian pair, as
well as the COMET, BLEU, and chrF scores for the
combined dataset for all three language pairs. The
second method, which significantly improved the
results on COMET for the English → Spanish and

https://huggingface.co/Unbabel/wmt22-comet-da
https://huggingface.co/Unbabel/wmt22-comet-da
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System chrF ↑ MetricX ↓ ReMedy ↑ xCOMET ↑ TSR ↑
Replace 68.34 2.23 0.6203 0.9243 0.898

Pa
re

to
TSR + xCOMET 64.19 1.77 0.6354 0.9564 0.990
+ MetricX 64.18 1.44 0.6399 0.9524 0.990
+ ReMedy 66.47 1.62 0.6567 0.9540 0.990
+ MetricX + ReMedy 65.69 1.53 0.6487 0.9489 0.990

Table 4: Comparison of the use of various metrics in Pareto-Optimal Decoding on the WMT25 terminology
development dataset. The results are macro-averaged for each language pair.

Mode xCOMET-QE ↑ ReMedy-QE ↑ MetricX-QE ↓ TSR ↑
English → German

noterm 0.9907 0.6481 0.6877 0.2413
proper 0.9770 0.6420 1.1579 0.9903
random 0.9798 0.6458 1.0650 0.9913

English → Spanish
noterm 0.9803 0.6501 1.6306 0.4015
proper 0.9536 0.6472 1.9855 0.9980
random 0.9586 0.6532 1.9721 0.9980

English → Russian
noterm 0.9844 0.6290 1.3186 0.3113
proper 0.9567 0.6274 1.7454 1.0000
random 0.9624 0.6318 1.5853 0.9980

Table 5: Evaluation of our final submission to the WMT25 Terminology Translation Task. We calculate the TSR for
the noterm mode against terminology constraints in the proper mode as suggested by the task organizers.

English → Russian language pairs, as well as on
the entire dataset according to the COMET, BLEU,
and chrF metrics, was the method using LoRA
with a new prompt. The other methods yield im-
provements when the averaged metric results are
compared, but these are not statistically significant.

Table 4 shows the results of the Pareto-Optimal
Decoding experiments. Various metrics were tested
to evaluate the candidates in this processing stage.
The xCOMET, MetricX and ReMedy metrics were
employed and combined with the TSR metric. The
results demonstrate that Pareto-Optimal Decoding
increases the TSR metric value to 0.99 across all
considered translation directions, regardless of the
selected metrics. Furthermore, we observe an im-
provement across all translation quality metrics.
However, it’s important to note that due to metric
interference (MINT) phenomenon (Pombal et al.,
2025), the evaluation on utility metrics used dur-
ing Pareto-Optimal Decoding may yield biased re-
sults. We hypothesize that our multi-objective ap-
proach mitigates the effects of MINT by encour-
aging the selection of more robust translation can-
didates. Based on this analysis, we have decided
to use xCOMET combined with ReMedy in the final

solution, leaving MetricX for fair evaluation.
Experiments showed that the best results were

achieved by using a fine-tuned model together
with a modified prompt and few-shot examples,
as well as by employing the Pareto-Optimal De-
coding method along with the xCOMET and ReMedy
metrics. These methods were used to translate the
WMT25 test dataset, except for few-shot prompt-
ing, which was found not to affect the translation
quality when combined with Pareto-Optimal De-
coding. The final results are presented in Table 5.
For the proper and random modes, we utilized our
full system. For the noterm mode, which lacks a
terminology list, we used a baseline model with
a modified Pareto-Optimal Decoding that relied
solely on QE metrics (xCOMET and ReMedy).

The final results of all the calculated metrics
demonstrate that the proposed method performs
well across all evaluated metrics. In particular,
TSR achieves values above 0.99 in both the proper
and random dataset modes across all considered
directions. In English → Russian direction it even
reaches 1.0 in the proper dataset mode, which
means that the entire specified terminology in the
dataset was transferred correctly.
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