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Abstract
This paper describes Shanghai Jiao Tong Uni-
versity (SJTU LoveFiction) Discourse-Level
Literary Translation systems for the WMT24
shared task. We participate in the literary trans-
lation task on Chinese → English, Chinese →
German and Chinese → Russian with uncon-
strained tack. Our system is based on Qwen2-
72B(Yang et al., 2024), Claude3.5(Anthropic,
2023) and GPT-4o(OpenAI, 2024) with novel
techniques that improve literary translation per-
formance on the target language pairs. (1)
Chunk-based SFT and inference: we put sev-
eral sentences together to form a chunk and try
different chunksize during SFT and inference.
(2) Merge multi-model translations by agents:
we design a Translation Editor Agent based on
GPT-4o to generate a better new translation by
referencing the source text and merge 3 can-
didate translations generated by Qwen2-72B,
Claude-3.5 and GPT-4o. (3) Terminology Inter-
vention: to ensure terminology consistency, a
Term Proofreader Agent, based on GPT-4o, is
utilized to extract term pairs from source texts
and translations. For each Chinese term, we
decide its optimal translation and request the
Term Proofreader to modify the translation gen-
erated by Translation Editor Agent. In model
evaluation:(1) We employ d-BLEU for single
model evaluation. (2) We design a Client Agent
based on Claude-3.5 to assess the win-tie rate
between two translations for cross-model eval-
uation.

1 Introduction

Despite great advancements in machine translation
(MT) these years(Artetxe et al., 2017; Wang et al.,
2022), achieving high-quality translations for lit-
erary texts remains a formidable task, primarily
due to the complexities involved in maintaining
coherence, consistency, and cultural context across
larger text spans (Voita et al., 2019; Lopes et al.,
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2020).

This paper describes SJTU LoveFiction’s submis-
sion to WMT24 Discourse-Level Literary Transla-
tion. We participate in all 3 language pairs (Chi-
nese → English, Chinese → German and Chinese
→ Russian) with unconstrained tack.

Our system builds upon Qwen2-72B, Claude-3.5
and GPT-4o models with various practical tech-
niques. We adopt a chunk-based strategy, grouping
several sentences into a chunk during supervised
fine-tuning (SFT) and inference phase.

Multi-agent structure demonstrates strong perfor-
mance in discourse-level machine transaltion(Wu
et al., 2024). To enhance translation quality, we de-
velop a Translation Editor Agent based on GPT-4o.
This agent references the source text and merges
muliti-model translations to produce a refined out-
put. While different models may generate varied
translations for the same Chinese term, we also
implement a Term Proofreader Agent powered by
GPT-4o. This agent extracts term pairs from source
text and corresponding translations. For each Chi-
nese term, the optimal translation is determined
manually, then the term proofreader applies these
optimal terms to the merged translations.

In terms of evaluation, we use d-BLEU to assess
the performance of a single model under different
experimental settings. For cross-model evaluation,
we design a Client Agent based on Claude-3.5.
This agent references the Chinese source text to
evaluate and rank the translations produced by dif-
ferent models by accuracy, fluency, and the preser-
vation of stylistic elements.

This paper is structured as follows: Section 2 de-
scribes our data pre-processing strategies, followed
by the details of our method in Section 3. Section 4
presents the experimental results and analysis, then
we draw conclusions in Section 5.
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2 Data Processing

We perform Supervised Fine-Tuning (SFT) on the
GuoFeng Webnovel Corpus (Wang et al., 2023)
. Handling the noise within the dataset is crucial
as it can significantly impact LLM’s translation
performance. We adopt a series of rigorous data
filtering strategies.

2.1 Chinese-English Data Filtering

1. Remove lines without Chinese-English
pairs: Delete any line that contains only a
single Chinese or English sentence.

2. Eliminate garbled text, emojis, foreign lan-
guage characters, and emoticons: These el-
ements can degrade model performance. We
use Unicode range identification and regular
expressions for precise removal.

3. Delete lines containing only punctuation
marks: Such lines typically lack linguistic
value and retaining them would introduce
noise, thereby impairing model training.

4. Standardize punctuation: Convert all Chi-
nese punctuation to English punctuation to
enhance model consistency and coherence in
translation results.

2.2 Chinese-German and Chinese-Russian
Data Filtering

Chinese-German/Russian data has the following
features.

1. Chapter-Level Alignment Only: The align-
ment is maintained only at chapter level.
Within chapters, paragraph or sentence level
alignment is not achieved.

2. Chapter Containment Differences: In the
Chinese files, each file contains a single chap-
ter. In contrast, the German and Russian files
may contain multiple chapters per file.

The following filtering strategies are employed:

1. Remove Unaligned Chapter Pairs: Delete
Chinese-German/Russian file pairs that are
not aligned at the chapter level.

2. Eliminate garbled text, emojis, foreign lan-
guage characters, and emoticons.

3. Remove Chapters Exceeding 8k Tokens:
LLMs struggle with long passages, thus chap-
ters exceeding 8k tokens are excluded.

3 Method

In this section, we describe our method and pro-
vide a comprehensive explanation of the key com-
ponents.

3.1 System Overview
We depict the overview of our system in Figure 1,
which can be divided into four steps:

Chinese Webnovel

Qwen2-72B

Claude-3.5

GPT-4o

Chunk Division

Multi-Model Translator

Merge

Translation Editor

Merged Translation

Glossaries

Term Extraction

Term Application

Term Proofreader

Term Proofreader

Final Translation

Figure 1: System Overview

1. Chunk Division: To maintain contextual in-
formation, we combine several sentences into
a single chunk.

2. Supervised Fine-Tuning & 1-shot Inference
for Multi-Model Translator: We SFT the
Qwen2-72B model on Guofeng Webnovel
Corpus. Afterwards, we use the fine-tuned
Qwen2-72B, Claude-3.5, and GPT-4o to per-
form 1-shot inference on the test set, generat-
ing translation results.

3. Translation Merging: We employ a Transla-
tion Editor Agent based on GPT-4o to merge
the translation outputs of the three models.

4. Terminology Intervention: We utilize a Term
Proofreader Agent based on GPT-4o to extract
term glossaries from source texts and transla-
tions. We select the optimal term pairs man-
ually and ask the term proofreader to apply
them to the merged translation as the final
output.

3.2 Chunk Division
The lack of contextual information in sentence-
level data poses a significant challenge for achiev-
ing high-quality translation results. Combining
multiple sentences within each chapter into chunks
can alleviate this problem(Zhao et al., 2023). Dur-
ing the SFT phase, we experiment with various
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chunksizes of 5, 10, and 20 sentences to determine
the optimal size for training. In the inference phase,
we further extend our experiments to chunksizes
of 1, 5, 10, 20, 40, and 80 sentences. This strat-
egy aims to provide the model with more contex-
tual information, thereby improving the translation
quality.

3.3 Supervised Fine-Tuning (SFT) & 1-shot
Inference

In order to find the best setting for Qwen2-72B,
we SFT Qwen2-7B on the Guofeng Webnovel Cor-
pus and conduct inference on the in-domain dev
set. Given consistent distribution between the two
datasets, this approach will reveal the best set-
ting for LLM to learn the knowledge embedded
in Guofeng Webnovel Corpus. d-BLEU scores un-
der different settings are shown in Figure 2.
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Figure 2: d-BLEU for Qwen2-7B on In-domain Dev Set

Although training with 5-sentence chunks and in-
ferring with 1-sentence chunks yields the highest
d-BLEU score of 29.35, we prefer 10-sentence
chunks for training and 5-sentence chunks for in-
ference. This configuration, with a d-BLEU score
of 29.17, maintains nearly equivalent performance
while preserving contextual information during in-
ference.

As we aim to capture more context, the model must
handle longer inputs. However, LLM’s ability to
handle long inputs is inherently limited. It’s essen-
tial to acknowledge that we need to strike a balance,
i.e. maintaining sufficient contextual informa-
tion without exceeding the model’s capacity for
processing long inputs.

In our inference experiments with Claude-3.5 and
GPT-4o, we employed 1-shot inference, a form
of few-shot learning. Few-shot learning aims to

enable models to generalize from a limited number
of examples(Brown et al., 2020).We determine the
best inference chunksize according to the following
results.
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Figure 3: d-BLEU for Claude-3.5 & GPT-4o on OOD
Dev Set

Both models perform best with 5-sentence chunk
size, achieving d-BLEU scores of 19.98 and 21.15,
respectively. We choose 5-sentence chunksize as
the inference setting for Claude-3.5 and GPT-4o.

3.4 Translation Merging
After obtaining multi-model translations, we ran-
domly select a chapter for manual verification
and observe that different models exhibit distinct
strengths in their translations for the same chunk.
To leverage the advantages of all three trans-
lations, we employ a Translation Editor agent
based on GPT-4o, which is prompted to merge
the three candidate translations into an im-
proved version. Workflow of the Translation Edi-
tor is as follows.

? ? ?  ? ? ? ? \n? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? \n? ? ? ? ? ?

? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?
source text

Chapter 1 A New Journey\nA fierce wind blew through the canyon, stirring waves 

across the prairie.\nThe bison, which had been grazing on the tender green grass, 

lifted its head and gazed at the sky.

Chapter 1 A New Journey\nThe gale blew through the canyon, stirring up waves across 

the grassland.\nThe wild oxen that were grazing on the fresh grass raised their heads 

and looked up at the sky.candidate1

candidate2

Chapter 1 A New Journey\nThe strong wind blew across the canyon and raised ripples 

on the grassland.\nThe wild buffalo grazing on tender grass leaves raised their heads, 

looking towards the sky.
candidate3

Translation Editor

Chapter 1 A New Journey\nA fierce wind blew through the canyon, stirring up waves 

across the grassland.\nThe wild buffalo grazing on tender grass leaves raised their 

heads, looking towards the sky.
Merged

 Translation

PROMPT?

You are able to assess the 

translation quality of 

different candidate 

translations, after that you 

merge these candidates 

according to their qualities 

to generate the best 

translation.

Merge

Figure 4: Workflow of The Translation Editor

1. Quality Assessment. Assess the quality of
different translation referencing the source
text. After this step, the agent knows the rela-
tively better part in each translation.
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2. Translation Merging. Put these parts to-
gether to form the merged translation.

This process allows the Translation Editor agent to
integrate the best elements (highlighted in red in
Figure 4) of the three candidate translations, gener-
ating a superior translation.

3.5 Terminology Intervention
While the Translation Editor agent generates im-
proved results by blending three candidate trans-
lations, different models may produce different
translations for the same Chinese term, leading
to consistency issues. To address this, we develop
a Term Proofreader Agent. Workflow of the agent
is as follows.

?? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?

"What are you all doing?!" The elder of the Dong Palace knocked on his cane, his voice 

filled with anger.

?? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?

? ? ? ? ? ? ? ? ? ? ? ? ? ?? ? ?? ? ? ? ?

"Our ancestor will be here soon. Please stay calm, Lord Dong Palace. You'll find out 

what's going on in a moment."

Mr. Old Donggong naturally knew who he meant by 'ancestor.'

source text

Merged
 Translation

? ? ? ? ?

The elder of the Donggong palace

Lord Dong Palace

Mr. Old Donggong                           Glossaries

    Term 
Extraction

Term Proofreader

     Term
Application

Term Proofreader

Mr. Old Donggong

Figure 5: Workflow of The Term Proofreader

1. Term Extraction. The terminology proof-
reader agent begins by extracting term pairs
from the Translation Editor’s output, refer-
encing its Chinese source. Glossaries are ob-
tained after this step.

2. Manual Determination. For each Chinese
term in the glossaries, we manually determine
the optimal translation. This step involves re-
viewing the context and ensuring that the cho-
sen translation accurately reflects the meaning
and nuance of the original term.

3. Term Application. Once the optimal transla-
tions are determined, the terminology proof-
reader agent applies these optimal translations
to Translation Editor’s output.

3.6 Evaluation
3.6.1 Single Model Evaluation
We calculate d-BLEU scores between our transla-
tions and reference texts to evaluate single model
performance and determine the optimal experimen-
tal settings (i.e. training & inference chunksize).

d-BLEU measures N-gram matching, reflecting the
similarity between two distributions.The distribu-
tion of the in-domain dev set and the train set are
consistent. Thus d-BLEU can assess the model’s
learning of train set during SFT stage, enabling us
to select the optimal SFT setting by d-BLEU. On
the other hand, distribution of the ood dev set is
inconsistent with the train set. d-BLEU can assess
the model’s fitting to the ood dev set distribution.
Thus we can select the optimal inference setting by
d-BLEU.

3.6.2 Cross-model Evaluation
For cross-model evaluation, we find that human-
preferred translation can have low d-BLEU score.
This discrepancy arises because d-BLEU relies
solely on N-gram matching and is unable to capture
deeper semantic information. For human-preferred
translation, there can be significant lexical differ-
ences from the reference translations, even though
the semantic content is accurately conveyed. d-
BLEU is ineffective in evaluating such cases.

Previous works reveal that LLM-Evaluators can
achieve high consistency with human expert on
system-level evaluation(Kocmi and Federmann,
2023; Moosa et al., 2024). We build a Client Agent
based on Claude-3.5, which considers accuracy,
fluency, and the preservation of stylistic elements.

Chapter 1 A New Journey\nThe strong wind blew across the canyon and raised ripples 

on the grassland.\nThe wild buffalo grazing on tender grass leaves raised their heads, 

looking towards the sky.
translation1

Chapter 1 A New Journey\nA fierce wind blew through the canyon, stirring up waves 

across the grassland.\nThe wild buffalo grazing on tender grass leaves raised their 

heads, looking towards the sky.
translation2

? ? ?  ? ? ? ? \n? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? \n? ? ? ? ? ?

? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ?
source text

 PROMPT?  You are a professional translator skilled in translating between Chinese and              
English. Evaluate the following two translations based on semantic accuracy, language 
fluency, and style preservation to determine which translation is better.

T 1> T2, output 1    
T 1= T2, output 0
T 1< T2, output 2    

Figure 6: Workflow of The Client

3.6.3 Human Evaluation
We employ 3 language experts to do fine-grained
evaluation. They are requested to perform Linguis-
tic Quality Rating (LQR) by the following standard
in Table 1.

4 Results

We present the effect of our method in this section.
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Score Quality Description

1 Incomprehensible or incorrect.
2 Severe errors, hard to understand.
3 Some errors, but understandable.
4 Mostly correct, minor errors.
5 Completely correct and fluent.

Table 1: LQR Scoring Standards

4.1 Supervised Fine-Tuning (SFT) &
Inference

We train Qwen2-72B on GuoFeng Webnovel Cor-
pus with 10-sentence chunksize. The following ta-
ble shows the d-BLEU scores for various inference
chunksizes on both in-domain and out-of-domain
dev sets.

Inference Chunksize In-domain OOD

1 27.32 22.51
5 27.05 24.64

10 26.05 24.74
20 27.74 24.65
40 28.11 24.25
80 20.49 24.04

Table 2: d-BLEU of Qwen2-72B on In-domain & OOD
Dev Set

Qwen2-72B achieves best performance under 40-
sentence inference chunksize on in-domain dev
set while the best performance on OOD dev set
is achieved with the 10-sentence chunksize. This
indicates that although Qwen2-72B has a stronger
capability for handling long texts, out-of-domain
data distribution still poses difficulties for transla-
tion.

Results for Claude-3.5 and GPT-4o on OOD dev
set is in Figure 3.

4.2 Translation Merging
We randomly selected 200 chunks from the final
test set to evaluate the performance of individual
models and our translation merging strategy.

GPT-4o ranks 1st place in single model perfor-
mance while our translation merging strategy sur-
passes every single model, indicating that better
translation is generated by the Translation Editor
Agent.

Model LQR3 LQR4 LQR5

Translation Merging 65% 44% 24%
GPT-4o 60% 30% 9%
Claude-3.5 54% 33% 12%
Qwen2-72b 42% 24% 3%

Table 3: LQR Scores for Different Models

We also employed the Client Agent to compare
GPT-4o’s results and the merged translations. Table
4 presents the win-tie rate relative to GPT-4o.

Metric Rate

Win 41%
Tie 21%
Lose 38%
Net Win Rate 3%

Table 4: Win-tie Rate Compared to GPT-4o

The LLM evaluator also acknowledges that our
translation merging strategy brings a slight im-
provement.

4.3 Terminology Intervention
We employ the Term Proofreader Agent to extract
term pairs from the entire test set. The following
table presents the results before and after the termi-
nology intervention.

Before After

Chinese Terms 806 806
English Translations 3012 902
Average Correspondence 3.73 1.12

Table 5: Term Correspondence Before and After Inter-
vention

Before the intervention, 806 unique Chinese terms
correspond to 3012 English translations, with an
average of 3.73 English translations per Chinese
term, indicating high variability and inconsistency.

After the intervention, the number of English trans-
lations is reduced to 902. This significant reduction
demonstrates that the Term Proofreader Agent ef-
fectively standardized the terminology, ensuring
consistent translations for each Chinese term.
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5 Conclusion

Through chunk splitting, multi-model translation
merging, and terminology intervention, our system
demonstrates strong performance in the WMT24
Discourse-Level Literary Translation task. The
translation merging strategy surpasses all individ-
ual models in LQR scores. Terminology inter-
vention significantly improves terminology consis-
tency, reducing the average correspondence from
3.73 translations to 1.12. Future work will focus on
further optimizing these techniques and exploring
new strategies to enhance translation quality, espe-
cially in handling long texts and preserving literary
styles.
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