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Abstract

This paper describes the systems presented by
the TAN-IBE team into the WMT24 Shared
task Translation into Low-Resource Languages
of Spain. The aim of this joint task was to
train systems for Spanish-Asturian, Spanish-
Aragonese and Spanish-Aranesian. Our team
presented systems for all three language pairs
and for two types of submission: for Spanish-
Aragonese and Spanish-Aranese we partici-
pated with constrained submissions, and for
Spanish-Asturian with an open submission.

1 Introduction

The TAN-IBE team, consisting of participants from
the project TAN-IBE: Neural Machine Translation
for the Romance Languages of the Iberian Penin-
sula (Oliver et al., 2023), has developed systems for
all language pairs in the task and participated with
two types of submissions: Spanish-Asturian (open
submission), Spanish-Aragonese (constrained sub-
mission), and Spanish-Aranese (constrained sub-
mission).

The principal concern of the team was not only
the scarcity of resources for these language pairs
but also the inadequate quality of the available re-
sources. In order to address these issues, we de-
cided to:
• Clean the existing parallel corpora using a tool de-

veloped during the project that rechecks the lan-
guage of the segments and calculates the cosine
similarity between source and target segments.

• Create parallel corpora from Wikipedia for all
three language pairs.

• Experiment with the use of backtranslation.
• Experiment with the use of synthetic corpora.
• Experiment with the use of multilingual systems.

For some of the language pairs and direction of
the shared task, a freely available rule-based MT
system exists: Apertium1 (Forcada et al., 2011;

1https://apertium.org/

Khanna et al., 2021). In previous research (Oliver,
2020), it was demonstrated that Apertium achieves
highly competitive quality, and that it is challeng-
ing for a neural system to achieve superior quality
results. Consequently, this system has been em-
ployed to create backtranslated and synthetic cor-
pora. Furthermore, Apertium will be employed as
a reference system to facilitate the evaluation of the
trained systems prior to submission to the shared
task. The specific versions of Apertium used for
each language pair are: Spanish–Aragonese 0.6.0,2

Spanish–Aranese 1.0.8,3 Spanish–Asturian 1.1.1.4

2 Tools

To train the NMT systems we have used the marian-
nmt5 (Junczys-Dowmunt et al., 2018). All the sys-
tems have been trained with a Transformer-big con-
figuration. To calculate the subwords units, we
have used SentencePiece6 (Kudo and Richardson,
2018). Additional information on other training pa-
rameters can be found in the subsections for each
system.

In order to create the parallel corpora and to
clean and preprocess the corpora, several compo-
nents of the MTUOC project7 (Oliver and Alvarez,
2023) have been employed. It should be noted that
several of these components have been developed
during the course of the TAN-IBE project. The
components that have been used are as follows:
• To create parallel corpora from the Wikipedia:

MTUOC-WikipediaDump8 and MTUOC-

2https://github.com/apertium/apertium-spa-arg/
releases/tag/v0.6.0

3https://github.com/apertium/apertium-oc-es/
releases/tag/v1.0.8

4https://github.com/apertium/apertium-spa-ast/
releases/tag/v1.1.1

5https://marian-nmt.github.io/
6https://github.com/google/sentencepiece
7https://mtuoc.github.io/
8https://github.com/mtuoc/

MTUOC-WikipediaDumps

https://apertium.org/
https://github.com/apertium/apertium-spa-arg/releases/tag/v0.6.0
https://github.com/apertium/apertium-spa-arg/releases/tag/v0.6.0
https://github.com/apertium/apertium-oc-es/releases/tag/v1.0.8
https://github.com/apertium/apertium-oc-es/releases/tag/v1.0.8
https://github.com/apertium/apertium-spa-ast/releases/tag/v1.1.1
https://github.com/apertium/apertium-spa-ast/releases/tag/v1.1.1
https://marian-nmt.github.io/
https://github.com/google/sentencepiece
https://mtuoc.github.io/
https://github.com/mtuoc/MTUOC-WikipediaDumps
https://github.com/mtuoc/MTUOC-WikipediaDumps
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aligner.9

• To clean both the existing and the newly cre-
ated parallel corpora: MTUOC-clean-parallel-
corpus,10 that performs several cleaning oper-
ations; and MTUOC-PCorpus-rescorer,11 that
rechecks the language of the segments and cal-
culates the cosine similarity using a multilingual
model, as SBERT, for example.

• To select from a large corpus the most similar
segments from a large corpus: MTUOC-corpus-
combination.12

• To preprocess the parallel corpora to train the
systems: MTUOC-corpus-preprocessing.13

For some cleaning operations the language of the
segments should be detected. As Asturian, Aranese
and Aragonses are underrepresented in available
language detection models, we decided to develop
our own language detection model using fasttext14

(Joulin et al., 2016). We trained a model able to de-
tect the following languages: Aragonese, Aranese,
Asturian, Catalan, English, French, Galician, Occi-
tan, Portuguese and Spanish. For all the languages,
except for Aranese, we used 400K segments from
the Wikipedia. As no Wikipedia is available for
Aranese, we used 297,557 segments from the PI-
LAR corpus.15

The trained model performs similarly to Id-
iomata Cognitor16 (Galiano-Jiménez et al., 2024),
with the difference than Italian is included in this
tool. In Table 1, the precisions calculated using the
FLORES+ dev corpus for Idiomata Cognitor and
our trained language detection model are presented.

We decided to train our own language detection
model because fasttext models integrate seamlessly
in our corpus cleaning scripts, and the same train-
ing strategy can be used in future experiments with
language not present in Idomata Cognitor.

3 Existing resources

Table 2 provides an overview of the existing cor-
pora that have been employed for system training,

9https://github.com/mtuoc/MTUOC-aligner
10https://github.com/mtuoc/

MTUOC-clean-parallel-corpus
11https://github.com/mtuoc/

MTUOC-PCorpus-rescorer
12https://github.com/mtuoc/

MTUOC-corpus-combination
13https://github.com/mtuoc/

MTUOC-corpus-preprocessing
14https://fasttext.cc/
15https://github.com/transducens/PILAR
16https://github.com/transducens/idiomata_

cognitor

Language Idiomata
Cognitor

TAN-IBE
fasttext model

Spanish 0.95 0.95
Catalan 1.00 0.99
Aragonese 0.96 1.00
Aranese 0.96 1.00
Occitan 0.94 0.93
Asturian 0.99 0.98
Galician 0.98 0.99
French 1.00 1.00
Portuguese 1.00 0.99

Table 1: Precision on language detection for Idiomata
Cognitor and our trained fasttext model.

accompanied by the number of segments in the
original corpora and the number of segments re-
sulting from the cleaning process peformed with
MTUOC-PCorpus-rescorer. As previously stated,
this tool performs a second language detection of
the segments using fasttext and calculates a cosine
similarity between the source and target segments
using SBERT. As the default language detection
model used in fasttext have been trained with under-
represented texts for Asturian, Aragonese and Oc-
citan (Aranese), we decided to retrain a language
model for the cleaning of corpora for these lan-
guages, as explained in section 2. Please, note that
there are no available parallel corpora for Aranese,
and in the table we state the figures for the Spanish-
Occitan parallel corpus used.

Langs Corpus Raw Clean
spa-ast NLLB 6,470,015 504,532
spa-arg Wikimatrix 33,724 16,456
spa-oci NLLB 925,448 108,440

Table 2: Size of the existing corpora in segments used
for training the systems

4 Newly created resources

As the available corpora for the working language
pairs are clearly insufficient to train NMT sys-
tems we have created a new parallel corpus from
Wikipedia dumps. To this end, we have developed
a series of scripts, which are freely available at
the MUTOC-WikipediaDumps repository, that are
capable of:
• Extract all the text from the Wikipedia dump,

along with a file containing the titles of the arti-
cles. This process is performed for the smaller
Wikipedias, in this case the Asturian, Aragonese
and Aranese.

• Translate the list of titles of the extracted articles
into Spanish using the langlinks database dump.

https://github.com/mtuoc/MTUOC-aligner
https://github.com/mtuoc/MTUOC-clean-parallel-corpus
https://github.com/mtuoc/MTUOC-clean-parallel-corpus
https://github.com/mtuoc/MTUOC-PCorpus-rescorer
https://github.com/mtuoc/MTUOC-PCorpus-rescorer
https://github.com/mtuoc/MTUOC-corpus-combination
https://github.com/mtuoc/MTUOC-corpus-combination
https://github.com/mtuoc/MTUOC-corpus-preprocessing
https://github.com/mtuoc/MTUOC-corpus-preprocessing
https://fasttext.cc/
https://github.com/transducens/PILAR
https://github.com/transducens/idiomata_cognitor
https://github.com/transducens/idiomata_cognitor
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• Extract the text of the articles of the larger
Wikipedia, in our case the Spanish one, restrict-
ing the extracted articles to the titles in the trans-
lated title list.
It should be noted that this process is car-

ried out separately for Spanish-Asturian, Spanish-
Aragonese and Spanish-Occitan. Once the text has
been obtained, it is segmented and the resulting
segments are deduplicated and a file is generated
for each language pair, containing all the source
segments and a file for all the target segments. For
the creation of the Wikipedia corpora we have used
the dumps of first of May of 2024. All the created
corpora can be downloaded from Github.17

To align the files we use a bitext mining strat-
egy using SBERT, implemented in the MTUOC-
Aligner. The alignment process gives sets of
aligned files that contain source segment, target
segment and a margin score. The resulting aligned
files are cleaned using MTUOC-PCorpus-rescorer,
using a confidence of 0.75 for language detection
and SBERT score. In table 3 illustrates the raw
and cleaned number of parallel segments obtained
through this process.

Langs Raw Clean Backtrans.
spa-ast 2,194,031 1,193,264 4,023,140
spa-arg 153,863 32,374 386,666
spa-oci 295,476 55,112 1,151,205

Table 3: Size of the Wikipedia corpora created

Additionally, the extracted text from Wikipedia
in Asturian, Aragonese and Occitan has been
employed to generate back-translated Spanish-
Asturian, Spanish-Aragonese and Spanish-Occitan
corpora. In order to achieve this, it is necessary
to have access to machine translation systems that
are capable of functioning in the opposite direction.
Fortunately, Apertium provides translation systems
for Aragonese-Spanish and Occitan-Spanish, but
not for Asturian-Spanish. To address this gap, we
have trained a Transformer Neural system using
the cleaned NLLB and the Wikipedia corpus cre-
ated for this purpose. This system was then used
for backtranslation. In subsection 5.1 more details
on this system, along with evaluation figures are
presented. Table 3 shows the number of segments
in the backtranslated Wikipedia corpus.

As previously stated, there are no available cor-
pora for the Spanish-Aranese language pair, and
there is no Wikipedia version for Aranese either.

17https://github.com/mtuoc/WikipediaCorpora

Therefore, no parallel resources for this language
pair can be employed. For this language pair, we
have utilised the monolingual data available in the
PILAR (Pan-Iberian Language Archival Resource)
and backtranslated it into Spanish using Apertium.
This process yielded 297,557 backtranslated paral-
lel segments.

In order to augment the number of parallel cor-
pora, we devised a method for the generation
of synthetic data utilising the Spanish-Catalan
Paracrawl corpus, which had been previously sub-
jected to cleaning procedures. The 13 million
Spanish segments were translated into Asturian,
Aragonese and Aranese using Apertium. For each
translated segment, a confidence score was calcu-
lated as the ratio of the unknown words (marked
with an asterisk by Apertium) to the total number
of words.

In the case of the multilingual system under ex-
perimentation, the parallel corpora presented in
Table 4 were also employed. With regard to the
Spanish-Catalan and Spanish-Galician languages,
a parallel corpus was created from Wikipedia, as
previously described.

Langs Corpus Raw Clean
spa-cat Paracrawl 17,238,953 13,931,594
spa-cat Wikipedia 5,790,903 2,586,448
spa-fra MultiParacrawl 39,026,138 -
spa-fra WikiMatrix 905,761 -
spa-glg Paracrawl 1,879,649 -
spa-glg Wikipedia 1,697,307 729,840
spa-por MultiParacrawl 26,181,054 -
spa-por WikiMatrix 923,725 -

Table 4: Additional parallel corpora used to train the
multilingual system

5 Trained systems and evaluation

In this section we will present all the trained sys-
tems for this shared task, along with evaluation fig-
ures using the FLORES+ devtest sets developed by
the organisers of the shared task. To calculate the
evaluation metrics (BLEU, TER and chrF will be
presented), we have used Sacrebleu18 (Post, 2018).
In Appendix 8 we present the metric signatures for
these metrics.

5.1 Neural Asturian-Spanish for
backtranslation

In order to create back-translated corpora for
Aragonese and Aranese, the Apertium system was

18https://github.com/mjpost/sacrebleu

https://github.com/mtuoc/WikipediaCorpora
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employed, given that it is available for these lan-
guage pairs. However, the Asturian-Spanish pair is
not available in Apertium. Consequently, a neural
system was trained using Marian and the following
parallel corpora: NLLB cleaned (see table 2) and
the newly created Wikipedia corpus (see table 3).
A transformer configuration using SentencePiece
with a vocabulary size of 32K has been used.

Table 5 presents the evaluation metrics for
the trained systems, along with the metrics for
the Apertium system for Aragonese-Spanish and
Aranese-Spanish, using the FLORES+ devtest
sets.19 For purposes of comparison, the evalua-
tion figures for all reverse translation directions are
also provided. It should be noted that Apertium
systems are available for all reverse directions.

System BLEU chrF TER
Marian ast-spa 24.0 53.5 57.4
Apertium arg-spa 61.4 77.9 26.7
Apertium oci-aran–spa 26.7 47.2 70.8
Apertium spa-ast 17.0 50.8 80.4
Apertium spa-arg 61.1 79.3 27.2
Apertium spa–oci-aran 28.8 49.4 72.3

Table 5: Evaluation figures for the systems used to
create backtranslated corpora.

A number of conclusions can be drawn from
Table 5. The Apertium systems for Aragonese-
Spanish and Spanish-Aragonese achieve highly
comparable results, as do the pairs Aranese-
Spanish and Spanish-Aranese. Consequently, given
that the Marian system for Asturian-Spanish attains
superior outcomes compared to the reverse system
Spanish-Asturian, it can be inferred that the quality
of the training system is analogous to, and even
surpasses, that of the Apertium systems utilised for
backtranslation.

The Asturian-Spanish NMT system was em-
ployed to backtranslate the segments from the
NLLB corpus that were identified as Asturian, but
with translations in languages other than Spanish
or with Spanish translations with SBERT scores
below 0.75. The resulting backtranslated Spanish-
Asturian corpus comprises 2,084,594 segments.

5.2 Basic neural Spanish-Asturian system

The basic neural system for Spanish-Asturian has
been trained using the same configuration than
the Asturian-Spanish for backtranslation, that is:
NLLB cleaned (see table 2) and the newly cre-

19Apertium v 3.9.4; linguistic data versions: spa-ast v.1.1.1-
1; spa.arg v.0.6.0-1; es-oc v1.0.8-1

ated Wikipedia corpus (see table 3). A transformer
configuration using SentencePiece with a vocabu-
lary size of 32K has been used. In table 6 we can
observe the evaluation figures for this system. It
can be observed that this basic system attains infe-
rior results in comparison to Apertium (see Table
5). The BLEU score is 15.3, whereas Apertium
achieves 17.0.

5.3 Basic neural Spanish-Aragonese system

The basic neural system for Spanish-Aragonese
has been trained using the same configuration than
the Asturian-Spanish, using the following corpora:
Wikimatrix cleaned (see table 2), the newly cre-
ated Wikipedia corpus (see table 3, and the newly
created backtranslated Wikipedia corpus (see table
3).

In table 6 we can observe the evaluation figures
for this system. The evaluation results obtained
by this system are significantly lower (18.8 BLEU)
than the obtained by Apertium (see Table 5) (61.1
BLEU).

5.4 Multilingual system

As no parallel corpora are available for Aranese,
and the available for Aragonese are very small,
we experimented with multilingual systems to see
whether the multilingual configuration may pro-
duce good results for these two languages, and may
also improve the results obtained for Asturian.

We have trained a multilingual system from
Spanish to the following languages: Aragonese,
Aranese, Asturian, Catalan, Galician, French, Occ-
itan and Portuguese. To train this system we have
used the following corpora:
• Spanish-Aragonese: WikiMatrix cleaned (see

table 2), newly created Wikipedia corpus (see ta-
ble 3), Wikipedia backtranslated using Apertium
(see table 3).

• Spanish-Aranese: Pilar backtranslated using
Apertium.

• Spanish-Asturian: NLLB cleaned (see table 2),
Wikipedia clean (see table 3) and the backtrans-
lated corpus described in 5.1

• Spanish-Catalan: 10 M segments automatically
selected form Paracrawl cleaned (see table 4)

• Spanish-Galician: all segments available in
Paracrawl cleaned (see table 4)

• Spanish-French: 10 M segments automatically
selected form MultiParacrawl cleaned (see table
4)
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• Spanish-Occitan: NLLB cleaned (see table 2),
newly created Wikipedia corpus (see table 3),
Wikipedia backtranslated using Apertium (see
table 3).

• Spanish-Portuguese: 10 M segments automati-
cally selected form MultiParacrawl cleaned (see
table 4)
To calculate the SentencePiece model for the

multilingual system we have randomly selected
1M segments from each language pair, except for
Aragonese and Aranese, for which we have used
all the available segments. The final multilingual
system uses an ensemble of the three best check
points regarding BLEU DETOK.

Table 6 presents the evaluation figures for the
multilingual system. With regard to Spanish-
Asturian, the multilingual configuration exhibits
an increase of 0.9 BLEU points in comparison to
the basic system. However, this figure remains 0.8
BLEU points below the level achieved by Aper-
tium. In the case of Spanish-Aragonese, the multi-
lingual system exhibits a noteworthy enhancement
of 13.3 BLEU points. Nevertheless, it remains
considerably distant (29 BLEU points) from the
performance of Apertium. In the case of Spanish-
Aranese, the multilingual configuration yielded a
BLEU score that was 8.7 points lower than that
obtained with Apertium.

System langs. BLEU chrF TER
Basic spa-ast 15.3 48.0 77.5
Basic spa-arg 18.8 51.5 67.2
Multilingual spa-ast 16.2 50.0 75.8
Multilingual spa-arg 32.1 65.3 48.0
Multilingual spa–oci-aran 20.1 44.5 77.8
Synth. val Flores spa-ast 16.3 50.6 77.1
Synth. val Flores spa-arg 57.2 78.1 29.4
Synth. val Flores spa–oci-aran 26.9 48.8 72.7
Backt. val Flores spa-ast 18.0 51.6 74.5
Apertium spa-ast 17.0 50.8 80.4
Apertium spa-arg 61.1 79.3 27.2
Apertium spa–oci-aran 28.8 49.4 72.3

Table 6: Evaluation figures for the different systems
trained and Apertium

5.5 Synthetic val Flores Spanish-Asturian

This systems uses the same configuration as the
Basic Spanish-Aranese system, but adding the syn-
thetic corpus from Paracrawl described in subsec-
tion 4. In this system we use the Flores dev corpus
for validation. The final system uses an ensemble
of the model corresponding the the 3 best check-
points using the BLEU DETOK metric.

From table 6 we can observe that with this con-
figuration we improve the basic system by 1 BLEU
point, but we are still below Apertium.

5.6 Synthetic val Flores Spanish-Aragonese
This systems uses the same configuration as the
Basic Spanish-Aragonese system, but adding the
synthetic corpus from Paracrawl described in sub-
section 4. In this system we use the Flores dev
corpus for validation. The final system uses an en-
semble of the model corresponding the the 3 best
checkpoints using the BLEU DETOK metric.

This configuration achieves an impressive im-
provement of 38.4 BLEU points in comparison
with the basic configuration (see table 6), but Aper-
tium keeps an advantage of 3.9 BLEU points. At
this point, we can try to explain two key obser-
vations: why does Apertium achieve such strong
evaluation metrics for Spanish-Aragonese? And
why does the system trained with synthetic corpora
created by Apertium show such a remarkable im-
provement? The answer may lie in how the Flores
corpus was developed for this language pair. Since
it was generated through machine translation from
the Spanish Flores using Apertium, the system has
a clear advantage when calculating automatic eval-
uation metrics.

This is the final submission for the Open systems
for Spanish-Asturian, with id 568.

5.7 Synthetic val Flores Spanish-Aranese
This system have been trained using the backtrans-
lated Pilar corpus and the synthetic corpus from
Paracrawl described in subsection 4. For the vali-
dation set we have used the Flores dev corpus. The
final system uses an ensemble of the model cor-
responding the the 3 best checkpoints using the
BLEU DETOK metric.

This system achieves an improvement of 6.8
BLEU points in comparison with the multilingual
configuration (see table 6), but it is still 1.9 BLEU
points below Apertium.

This is the final submission for the Open systems
for Spanish-Aranese, with id 610.

5.8 Backtranslation val Flores
Spanish-Asturian

We have followed the same configuration than the
Basic Spanish-Asturian, but using also the back-
translated Wikipedia corpus. For the validation set
we have used the Flores dev corpus. The final sys-
tem uses an ensemble of the models corresponding
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the the 3 best checkpoints using the BLEU DETOK
metric.

This system achieves an improvement of 2.7
BLEU points in comparison with the basic sys-
tem, and 1.7 BLEU points in comparison with the
synthetic one (see table 6), and also outperforms
Apertium by 1 BLEU point.

This is the final submission for the Open systems
for Spanish-Asturian, with id 568.

6 Final submissions

Table 7 contains a comprehensive overview of the
systems that have been submitted to the shared task.
With regard to the Spanish-Asturian task, an open
system has been submitted, whereas for Spanish-
Aragonese and Spanish-Aranese, constrained sys-
tems have been submitted.

7 Energy consumption report

The training scripts generate a log with the times-
tamp and the GPU consumption every second
throughout the entirety of the training process. This
enables the calculation of the total training time and
the approximate energy consumption in kWh. The
total training time and the consumption of each of
the two GPU units utilized, along with the total
consumption, are presented in Table 8. The final
submitted systems are highlighted in bold.

As we can see, all the systems are trained in
short times (from 1 h. 10 m. to 3 h. 23 m.) in a
relativelly modest computer wit two NVIDIA RTX
A5000 GPU units with 24 GB each, a AMD Ryzen
Threadripper PRO 3945WX CPU with 12-Cores
and 64 GB of RAM. As the training times are short,
the energy consumption is very low in all trainings,
ranging from 0.481 to 1.292 kWh.

8 Conclusions and future work

In this paper we have presented the systems that
the TAN-IBE team have submitted to the WMT24
Shared Task Translation into Low-Resource Lan-
guages of Spain. We have presented an open sys-
tem for the Spanish-Asturian language pair, and
constrained systems for Spanish-Aragonese and
Spanish-Aranese.

The primary challenge in completing the task
was the unavailability of high-quality parallel cor-
pora for the specified language pairs. Fortunately,
all the language pairs in question have an Aper-
tium system, and Apertium is also available for all
the reverse language pairs except Asturian-Spanish.

This enabled us to conduct experiments with syn-
thetic and backtranslated corpora. To perform back-
translation experiments for Spanish-Asturian, we
trained a basic neural Asturian-Spanish system.

Additionally, monolingual and parallel corpora
were generated from Wikipedia dumps for Span-
ish to Asturian, Aragonese and Occitan (given the
unavailability of an Aranese Wikipedia).

Regarding the training strategies, we experi-
mented with bilingual and multilingual systems.
While multilingual systems demonstrated enhanced
performance relative to basic systems, the use of
synthetic and backtranslated corpora yielded supe-
rior outcomes.

In the period preceding the conclusion of the
TAN-IBE project in July 2025, it is our intention
to undertake the following actions:

• During the course of the project, a corpus of
monolingual and bilingual texts in Asturian,
Aragonese, Aranese and Spanish has been com-
piled. The next stage is to process and align these
texts in order to increase the number of available
parallel segments.

• We plan to train new systems using the paral-
lel corpora and the training techniques presented
in this paper. The quality of the resulting sys-
tems will then be evaluated in order to ascertain
whether the inclusion of the new parallel texts
has had a positive impact.

• Furthermore, we intend to learn from the other
participants in the shared task and attempt to re-
produce the training techniques that have yielded
the most favourable outcomes, utilising the newly
created parallel corpora.

• We plan to develop neural systems for Span-
ish to the other languages of the TAN-IBE
project, namely, Portuguese, Galician, Asturian,
Argonese, Catalan and Aranese. These systems
will be freely released.

• We also plan to train a multilingual system able
to translate to and from all the languages of the
TAN-IBE project.

After the completion of the TAN-IBE project,
we plan to increase the size of the Apertium mono-
lingual and transfer dictionaries for Spanish to As-
turian, Aragonese and Aranese using automatic
techniques that make use of monolingual and par-
allel corpora. The quality of the Apertium systems
is noteworthy, and the enhancement of the dictio-
naries has the potential to further optimise the effi-
ciency of the Apertium systems for the generation
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Submission Type Section langs. BLEU chrF TER
#568 Open 5.8 spa-ast 18.0 51.6 74.5
#584 Constrained 5.6 spa-arg 57.2 78.1 29.4
#610 Constrained 5.7 spa–oci-aran 26.9 48.8 72.7

Table 7: Information about the systems submitted to the shared task.

System langs. Section Time. GPU0 (kWh) GPU1 (kWh) Total (kWh)
Backtranslation ast-spa 5.1 2 h. 51 m. 0.594 0.598 1.191
Basic spa-ast 5.2 3 h. 23 m. 0.704 0.709 1.414
Basic spa-arg 5.3 1 h. 38 m. 0.332 0.339 0.671
Multilingual spa-MULT 5.4 3 h. 7 m. 0.627 0.643 1.270
Synthetic spa-ast 5.5 3 h. 13 m. 0.645 0.650 1.292
Synthetic spa-arg 5.6 1 h. 31 m. 0.302 0.305 0.606
Synthetic spa–oci-aran 5.7 2 h. 53 m. 0.577 0.583 1.160
Backtranslation spa-ast 5.8 1 h. 10 m. 0.240 0.241 0.481

Table 8: Total time and energy consumption for all the trainings.

of synthetic and backtranslated corpora.
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Appendix - Metric signatures
• BLEU nrefs:1 | bs:1000 | seed:12345 | case:mixed | eff:no |

tok:13a | smooth:exp | version:2.3.1
• chrF2 nrefs:1 | bs:1000 | seed:12345 | case:mixed | eff:yes |

nc:6 | nw:0 | space:no | version:2.3.1
• TER nrefs:1 | bs:1000 | seed:12345 | case:lc | tok:tercom |

norm:no | punct:yes | asian:no | version:2.3.1
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