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Abstract

This paper presents the approach and results
of team v036 in the English-to-Low-Resource
Multi-Modal Translation Task at the Ninth
Conference on Machine Translation (WMT24).
Our team tackled the challenge of translating
English source text to low-resource Indic lan-
guages, specifically Hindi, Malayalam, and
Bengali, while leveraging visual context pro-
vided alongside the text data. We used In-
ternVL2 for extracting the image context along
with Knowledge Distillation from bigger LLMs
to train Small Language Model on the tranlsa-
tion task. During current shared task phase,
we submitted best models (for this task), and
overall we got rank 3 on Hindi, Bengali, and
Malyalam datasets. We also open source our
models on huggingface.1

1 Introduction

With the recent advances in text generative AI
Achiam et al. (2023); Dubey et al. (2024); Yang
et al. (2024) and Diffusion based Dhariwal and
Nichol (2021); Nichol and Dhariwal (2021); Sa-
haria et al. (2022); Ramesh et al. (2022) mod-
els, multimodal approaches have gained significant
traction. The concept of a model to understand
both text and visual contexts provides a unique ad-
vantage for these models to understand the real
world. On the other end, Machine Translation
has been one of the most important task in NLP
world. Since its origin, the MT task has undergone
large shifts from rule based Nirenburg (1989); Chen
et al. (2007) to complex Neural network based ap-
proaches and recently Transformer Vaswani (2017);
Yin and Read (2020); Xu et al. (2024) based ap-
proaches. In the recent days with the advance-
ments in the field of NLP, Multimodal Machine
Translation (MMT) has evolved as an important re-
search field, wherein the Model utilizes both vision

1https://huggingface.co/team-v036
*Authors contributed equally to this work

and text information to achieve the translation task.
This would better equip the model with additional
context information and thus reducing the issues
due to polysemy or missing text context. MMT
finds its application in various fields like Media,
Retail, Automobile etc. In this work we explore the
problem of English to Lowres Multimodal Trans-
lation for Hindi, Bengali and Malyalam languages.
The task requires translating a short English caption
of the rectangular region to one of these languages,
given the image context. There are multiple ap-
proaches possible which can be largely classified
into :

• Text-only translation (Source image not used)

• Image captioning (English source text not
used)

• Multi-modal translation (uses both the image
and the text)

We strongly feel that Multi-modal translation ap-
proach would best solve the problem due to more
context information. In this paper, we propose a
novel unconstrained approach to solve the Lowres
MMT task for Hindi, Bengali and Malyalam lan-
guages. Our solution tries to merge the best of both
text and language contexts. In particular, our key
contributions are:

• Fusing Multimodal image context with im-
proved language understanding : We provide
a concise yet effective approach to combine
context information from vision to text de-
scription

• Advanced Chain of Thought reasoning for
language translation: Our approach to step
by step reasoning ustilizing the COT, gives a
whole new perspective to enhance the ability
of the model to comprehend better.
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• Custom finetuning : Our approach of custom
finetuning on target languages on training sam-
ples, equips the model to better perform on
the MMT task.

2 Data

Visual Genome introduced by Krishna et al. (2017)
is a rich dataset to enable the modelling of com-
plex cognitive interactions and relations between
objects in an image. Based on this dataset, Parida
et al. (2019) introduce the Hindi Visual Genome
dataset, which is a multi-modal dataset consisting
of text and images suitable for English-Hindi multi-
modal machine translation task. They select short
English segments (captions) from Visual Genome
along with the associated images and automatically
translate them to Hindi with a careful manual post-
editing( Parida et al. (2019) ) The dataset takes
into account ambiguous English words based on
the embedding. similarity and manual selection
of certain cases where image helps to resolve the
ambiguity( Parida et al. (2019) ). Hence this is a
perfect dataset suited for the task. Similarly Sen
et al. (2022) propose the Bengali Visual Genome
Dataset which is manually labelled on HVG sam-
ples and Parida et al. (2019) curated the malyalam
Visual Genome Dataset.

All three (Hindi, Bengali and Malyalam) dataset
consists of 29k training samples, 1k dev set, 1.6k
evaluation set and 1.4k challenge set.

The evaluation of the models were performed
with BLEU metrics (Papineni et al. (2002)) on
challenge and evaluation set independently. Along
with these a manual labeller evaluation is also per-
formed, subject to availability.

3 Related Work

MMT has gained increasing attention in recent
years as a way to leverage visual information to im-
prove translation quality. Several shared tasks and
datasets have been introduced to advance research
in this area, with a particular focus on low-resource
languages. The Workshop on Asian Translation
(WAT) has played a key role in promoting MMT
research for Asian languages. Parida et al. (2019)
introduced the first Hindi Visual Genome task at
WAT 2019, using the Hindi Visual Genome 1.0
dataset (Parida et al. (2019)). This dataset contains
English image captions paired with Hindi trans-
lations and associated image regions. The task
evaluates systems on their ability to translate from

English to Hindi while incorporating visual con-
text. Subsequent iterations of WAT expanded the
Hindi Visual Genome used an updated Hindi Vi-
sual Genome 1.1 dataset and introduced new eval-
uation tracks, including Hindi image captioning.
The latest WAT 2021 (Nakazawa et al. (2021)) fur-
ther refined the Hindi task and introduced a new
English-Malayalam MMT task using the Malay-
alam Visual Genome dataset (Parida and Bojar,
2021). This represented the first multimodal trans-
lation dataset for Malayalam. For the Hindi task, re-
cent approaches have focused on leveraging object
tags extracted from images (Gupta et al. (2021))
and region-specific captioning (Parida et al. (2021))
to enhance translation quality. The introduction
of the Malayalam task provides an opportunity to
evaluate MMT techniques on a new low-resource
language. While Hindi and Malayalam have been
addressed in shared tasks, Bengali has seen less at-
tention for MMT despite being widely spoken. The
creation of a Bengali Visual Genome dataset, fol-
lowing the model of Hindi and Malayalam, would
fill an important gap and enable MMT research
for another major South Asian language. Overall,
the development of these language-specific visual
genome datasets has been crucial for advancing
MMT for low-resource Indian languages. They pro-
vide much-needed benchmarks and drive innova-
tion in incorporating visual context for translation.
Expanding to additional languages like Bengali rep-
resents an important direction for broadening the
scope of MMT research in the Indian context.

4 Approach

Our overall approach follow a three step process as
seen in Figure 1.

4.1 Stage 1: Fusing Multimodal image context
with improved language understanding

In this stage, we first extract context from cropped
visual data using a powerful open-source Multi-
modal Large Language Model (MLLM)- InternVl2-
8B (Chen et al. (2023, 2024)). This model demon-
strates powerful capabilities in handling complex
multimodal data and achieves state of art numbers
on many open VQA tasks. Figure 2 shows a sam-
ple image and its description. We feed the output
of segement description as an input into a Rapid
Automatic Keyword Extraction (RAKE) algorithm
(Rose et al. (2012)) which is an efficient keyword
extraction algorithm. The top extracted key phrases
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Figure 1: Overall Approach.

are selected and used as hastags to provide context
to the source English text. This way we condense
the full description into short and concise informa-
tion for the next stage. This ensures that the further
step do not completely rely on the image context
also but rather use the original text but still use the
relevant information from the image descriptors.
This step is common for both train and evaluation
process.

4.2 Stage 2: Advanced Chain of Thought
reasoning for language translation

Chain-of-thought (CoT) (Wei et al. (2022)) prompt-
ing enables complex reasoning capabilities through
intermediate reasoning steps. It is shown that the
models ability is substantially improved by making
them produce step by step reasoning. We employ
this ability of Large Language model to solve the
task in a more understandable and reasonable ap-
proach by decomposing the problem into multiple
sub-problems. We use State of the Art LLaMa
405B (Dubey et al. (2024)) model to generate the
CoTs for the training data. The model is provided
with the English caption text that needs to be trans-
lated along, the hashtags generated in previous step,
and the target language caption. The model is then
asked to generate the step by step reasoning for con-
verting the source caption text to target language
text along with the condensed context information
provided. Following prompt (Table 1) template is
used to get the CoT from the bigger model.

Table 1: Prompt for CoT reasoning generation from
bigger model (LLAMA 3.1 405B)

TASK:
ASSUMING YOU ARE A ENGLISH - HINDI translation
expert, For given context of an image related to a original
sentence, English sentence and translation of the sentence in
hindi. Give reason on why this translation is the correct trans-
lation....ASsume that you secretly know the answer......DO
NOT TRY TO FIX Translation...reason for whatever is given
only.....reason SHOULD be proper Chain of Thought format
in properly divided steps for the answer......give maximum 5
steps which are most important ones .......
Context: {RAKE HASTAGS}
English Sentence: {SOURCE TEXT}
Hindi Sentence: {TARGET TEXT}

Table 2: Prompt for SFT LLAMA 3.1 8B

TASK:
ASSUME YOU ARE AN ENGLISH-HINDI translation ex-
pert. Given an image description in English, image context
and reasoning/CoT in English, translate the image description
in Hindi. Use the image context to solve ambiguity if required.
Note: DO NOT USE the image context in translations, just
use them for disambiguation.
IMAGE DESCRIPTION:
{SOURCE TEXT}
IMAGE CONTEXT:
{RAKE HASHTAGS}
REASONING:
{GENERATED CoT}
RESPONSE:
{TARGET TEXT}

4.3 Stage 3: Custom fine-tuning

In stage 3 we train a smaller model to perform
the task of translation, we finetune a LLaMA 3.1-
8B-Instruct model on training samples using data
from previous stages. The model is trained by
providing the English caption along with hashtag
contexts, CoT reasoning and the final answer. A
sample prompt is shown in Table 2. We use LORA
finetuning with rank=64 and alpha=128. We use
following template for the training data so that the
CoT step is more aligned to as what humans think,
that is first source, then CoT and finally the target
text.

During inference, we provide the finetuned
model with source English caption and context and
ask it to come up with the Reasoning and the an-
swer. We then use a post processor script to filter
out the final answer from the model output.

These 3 fundamental steps are performed for all
3 languages and we curate one PEFT model for
each language.
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Figure 2: Sample Data with reference the image segment, its corresponding source and target text along with the
key phrase extraction from Internvl2 descriptions

5 Experimental setup

In our experimental setup, we fine-tuned the
LLaMA 3.1-8B-Instruct model for the transla-
tion task using Quantized Low-Rank Adaptation
(QLoRA) (Hu et al. (2021); Dettmers et al. (2024)).
The LoRA configuration was carefully selected to
balance performance and computational efficiency.
We set the rank (r) to 64 and the alpha parameter to
128, with a lora_alpha value of 0.05. Notably, we
applied LoRA to all target modules in the model
architecture, ensuring a comprehensive adaptation
across the entire network.

For the optimization process, we employed a
learning rate (lr) of 0.003, coupled with a cosine
learning rate scheduler. This scheduling strategy al-
lowed for dynamic adjustments to lr, potentially
aiding in convergence and generalization. The
model was trained for two epochs, striking a bal-
ance between sufficient learning and computational
constraints.

The chosen LoRA hyperparameters strike a bal-
ance between model capacity and computational
efficiency, with the rank of 64 providing sufficient
expressiveness for the adaptation.

By leveraging Quantized LoRA and carefully
selected training parameters, we aim to achieve
high-quality translation performance while mini-
mizing computational resources and training time.
We used A100 40GB VRAM and 84GB RAM
single node machine to fine tune our models.

6 Results

The results show that our Multimodal approach
of using multistage image description extraction
clubbed with CoT is an effective approach to solve
this task leveraging the knowledge of Large lan-
guage models. Table 3 shows the results for all 3
Indic languages on Evaluation and Challenge set.

Our numbers are very close to SOTA numbers. The
SOTA (baseline) approach is based on a fine-tuning
of NLLB model on captions of Object tags of origi-
nal along with synthetic images using DETR model.
However, we do not use any additional image set
in our process

Table 3: Results (BLEU Scores) on languages compar-
ing to SOTA .

Language Evaluation Set Challenge Set

Hindi 0.446/0.45 0.432/0.534
Bengali 0.441/0.506 0.339/0.487
Malyalam 0.427/0.519 0.333/0.422

The data analysis of the final output revealed
a set of cases where the output is technically cor-
rect, yet contains variations in tokens compared to
the gold set. This suggests that human evaluation
could potentially yield higher accuracy, and relying
solely on the BLEU score for this task may not
fully capture the quality of the output.

Limitations

Given that our approach heavily depends on multi-
ple stages involving large language models, it may
not be ideally suited for environments with lim-
ited resources. The complexity and computational
demands of such models could pose challenges
in settings where processing power, memory, or
bandwidth are constrained. Additionally, this ap-
proach leverages the inherent knowledge embedded
within the LLMs being used. The effectiveness of
the method is closely tied to the pre-existing infor-
mation and understanding that these models have
acquired during training, which may be influenced
by the data used for its training.
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Ethics Statement

Our work proposes an innovative approach to ad-
dressing the challenge of translating low-resource
English to Indic languages - Hindi, Bengali, and
Malayalam. In conducting our research, we have
carefully considered the ethical implications of data
usage. As a result, we have chosen to exclusively
rely on the data provided by the Task administrators
for our experiments, refraining from incorporating
any additional external data sources. This ensures
that our approach remains transparent and aligns
with the ethical standards expected in this field.
However, while using this approach for real world
application, data privacy and consent should be
given careful considerations.
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Shantipriya Parida, Ondřej Bojar, and Satya Ranjan
Dash. 2019. Hindi visual genome: A dataset for
multi-modal english to hindi machine translation.
Computación y Sistemas, 23(4):1499–1505.

Shantipriya Parida, Subhadarshi Panda, Ketan Kotwal,
Amulya Ratna Dash, Satya Ranjan Dash, Yashvard-
han Sharma, Petr Motlicek, and Ondřej Bojar. 2021.
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A Appendix

A sample example of COT generation is shown
below:

Figure 3: Sample COT training data

A few data analysis samples where we note that
the translation is mostly valid but the gold may
have different set of words.


