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Abstract

This paper presents the results of the English-
to-Low Resource Multimodal Translation
shared tasks from the Ninth Conference on Ma-
chine Translation (WMT2024). This year, 7
teams submitted their translation results for the
automatic and human evaluation.

1 Introduction

The Ninth Conference on Machine Translation
(WMT24), held in conjunction with EMNLP 2024,
hosted a number of shared tasks covering various
aspects of machine translation (MT). This confer-
ence builds on 17 previous editions of WMT as a
workshop or a conference. This year, Workshop
on Asian Translation (WAT), the most recognized
shared task campaign on Asian languages, merged
with WMT, adding many new shared tasks to the
venue.

Multi-modal translation, which involves incor-
porating non-text sources alongside text input for
machine translation, has gained attention in the
past years (Specia et al., 2016; Elliott et al., 2016).
However, research in this area has focused on
European languages such as English, German,
French, Czech, and mainly used two datasets:
Flickr30k (Young et al., 2014) and MS-COCO
(Lin et al., 2014), where the text caption corre-
sponds to the content of the associated image.

We organized the WMT2024 English-to-
LowRes Multimodal Shared Task for Low-
Resource Asian and African languages. One
important difference is that in our setting, the
text caption is attached to a rectangular region of
the picture and not the picture as a whole. This
approach provides an interesting opportunity to
consider not only the broader image but also the
localized visual context surrounding the described
region, which may provide additional cues for
more accurate translation.

2 Task and Datasets

In this task, participants were provided with cor-
pora from the Visual Genome dataset in four target
language: Hindi, Bengali, Malayalam, and Hausa.
The specific datasets are: Hindi Visual Genome
1.1 (HVG, Parida et al., 2019)1 for Hindi; Bengali
Visual Genome (BVG, Sen et al., 2022)2 for Ben-
gali; Malayalam Visual Genome (MVG, Parida
and Bojar, 2021)3 for Malayalam; and Hausa Vi-
sual Genome (HaVG, Abdulmumin et al., 2022)4

for Hausa. The datasets are split into train, test,
dev and challenge test in a parallel fashion. The
number of sentences in each split is provided in
Table 1. Each split contains items consisting of an
image, a highlighted rectangular region within the
image (x, y, width, height), the original English
caption for this region, and the reference transla-
tion in the respective target language. These com-
ponents are illustrated in Figure 1. Depending on
the task track, some of these components serve as
the source, while others act as references or com-
peting candidate solutions. The specific tracks for
this task are listed below.

2.1 Text-Only Translation

Labeled “TEXT” in WAT official tables, partic-
ipants translate short English captions into the
target language without using visual information.
Additional textual resources are allowed but must
be documented in the system description paper.

2.2 Captioning

Labeled with the target language code, e.g., “HI,”
“BN,” “ML,” “HA”, participants generate captions

1https://lindat.mff.cuni.cz/repository/xmlui/
handle/11234/1-3267

2https://lindat.mff.cuni.cz/repository/xmlui/
handle/11234/1-3722

3https://lindat.mff.cuni.cz/repository/xmlui/
handle/11234/1-3533

4https://lindat.mff.cuni.cz/repository/xmlui/
handle/11234/1-4749

https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-3267
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-3267
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-3722
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-3722
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-3533
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-3533
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-4749
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-4749
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data split size

train 28,930
dev 998
test 1,595
challenge test 1,400

Table 1: Shared task dataset splits

Figure 1: Example of a Data Point (Image Id, Region
Detail, Source, and Target Languages

in the target language for the highlighted rectangu-
lar region in the input image.

2.3 Multi-Modal Translation

Labeled “MM”, given an image, a rectangular re-
gion within it, and an English caption for that re-
gion, participants translate the caption into the tar-
get language. Both textual and visual information
are available for this task.

3 Evaluation Methods

3.1 Automatic Evaluation

We evaluated translation results by two metrics:
BLEU (Papineni et al., 2002), and RIBES (Isozaki
et al., 2010). BLEU scores were calculated us-
ing SacreBLEU (Post, 2018). RIBES scores were
calculated using RIBES.py version 1.02.4.5 All
scores for each task were calculated automatically
using the corresponding reference translations by
the evaluation system through which the partici-
pants make their submissions.

5http://www.kecl.ntt.co.jp/icl/lirg/ribes/
index.html

Automatic Evaluation System The automatic
evaluation system receives translation results by
participants and automatically gives evaluation
scores to the uploaded results. As shown in Fig-
ure 2, the system requires participants to provide
the following information for each submission:

• Human Evaluation: whether or not they sub-
mit the results for human evaluation;

• Publish the results of the evaluation: whether
or not they permit to publish automatic evalu-
ation scores on the WAT2024 web page;

• Task: the task to which the results belong;
• Used Other Resources: whether or not they

used additional resources; and
• Method: the type of the method includ-

ing SMT, RBMT, SMT and RBMT, EBMT,
NMT and Other.

Evaluation scores of translation results that par-
ticipants permit to be published are disclosed via
the WAT2024 evaluation web page. Participants
can also submit the results for human evaluation
using the same web interface. This automatic
evaluation system will remain available even after
WMT-WAT2024.

3.2 Human Evaluation
In WMT2024, we conducted JPO adequacy eval-
uation.

JPO adequacy evaluation The evaluation was
carried out by translation experts based on the JPO
adequacy evaluation criterion, which was origi-
nally defined by Japan Patent Office to assess the
quality of translated patent documents.

Sentence selection and evaluation For the JPO
adequacy evaluation, the 200 test sentences were
randomly selected from the test sentences. For
each test sentence, input source sentence, transla-
tion by participants’ system, and reference transla-
tion were shown to the annotators. To guarantee
the quality of the evaluation, each sentence was
evaluated by two annotators. Note that the selected
sentences are basically the same as those used in
the previous workshop.

Evaluation Criterion Table 2 shows the JPO ad-
equacy criterion from 5 to 1. The evaluation is
performed subjectively. “Important information”
represents the technical factors and their relation-
ships. The degree of importance of each element
is also considered in evaluating. The percentages

http://www.kecl.ntt.co.jp/icl/lirg/ribes/index.html
http://www.kecl.ntt.co.jp/icl/lirg/ribes/index.html
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Figure 2: The interface for translation results submission

Sccore Description

5 All important information is transmitted cor-
rectly. (100%)

4 Almost all important information is transmitted
correctly. (80%–)

3 More than half of important information is trans-
mitted correctly. (50%–)

2 Some of important information is transmitted cor-
rectly. (20%–)

1 Almost all important information is NOT trans-
mitted correctly. (–20%)

Table 2: The JPO adequacy criterion

in each grade are rough indications for the trans-
mission degree of the source sentence meanings.
The detailed criterion is described in the JPO doc-
ument (in Japanese).6

4 Baseline Systems

Human evaluations were conducted as pairwise
comparisons between the translation results for a
specific baseline system and translation results for
each participant’s system. That is, the specific
baseline system served as the standard for human

6http://www.jpo.go.jp/shiryou/toushin/chousa/
tokkyohonyaku_hyouka.htm

evaluation.
At WMT2024, we adopted some of neural ma-

chine translation (NMT) as baseline systems. The
NMT baseline systems consisted of publicly avail-
able software, and the procedures for building the
systems and for translating using the systems were
published on the WAT web page.

Tokenization The shared task datasets come un-
tokenized and we did not use or recommend
any specific external tokenizer. The standard
OpenNMT-py sub-word segmentation was used
for pre/post-processing for the baseline system
and each participant used what they wanted.

NMT Methods We used the NMT mod-
els for all tasks. For the English→Hindi,
English→Malayalam, and English→Bengali Mul-
timodal tasks we used the Transformer model
(Vaswani et al., 2018) as implemented in
OpenNMT-py (Klein et al., 2017) and used the
“base” model with default parameters for the multi-
modal task baseline. We have generated the vo-
cabulary of 32k sub-word types jointly for both
the source and target languages. The vocabulary
is shared between the encoder and decoder.

http://www.jpo.go.jp/shiryou/toushin/chousa/tokkyohonyaku_hyouka.htm
http://www.jpo.go.jp/shiryou/toushin/chousa/tokkyohonyaku_hyouka.htm
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5 Participating Teams and Results

We describe the teams’ profiles and submissions
as described in their respective description papers.
Table 3 shows the team IDs, their respective orga-
nizations, and countries.

5.1 Systems’ Descriptions

DCU_NMT participated in the English-to-
Hindi track only, developing both text-only and
multimodal neural machine translation (NMT)
systems. They trained the text-only models
from scratch on constrained data and further
enhanced them with back-translated data. For the
multimodal approach, they used a context-aware
transformer to integrate visual features by first
encoding the image captions with a BERT model
and then concatenating them with the textual in-
put. They reported that while the back-translated
text-only model achieved the best performance
overall, the multimodal systems, despite lacking
back-translated data, outperformed the text-only
baseline, indicating the potential of visual context.
However, their findings revealed that the impact
of visual features was inconsistent, showing less
effectiveness on the challenge set, highlighting
the need for further exploration into effective
multimodal integration.

ODIAGEN participated in and reported results
for all the tracks, including both text-only and mul-
timodal translation. For text-only translation, they
trained the Mistral-7B (Jiang et al., 2023) model
to handle English to multiple low-resource lan-
guages: Hindi, Bengali, Malayalam, and Hausa.
In the multimodal English-to-Hindi task, they em-
ployed the PaliGemma-3B (Beyer et al., 2024)
model, integrating both image and text inputs.
However, their findings revealed that the multi-
modal systems were suboptimal due to improper
normalization of location coordinates, which hin-
dered the models ability to map these coordinates
accurately to the provided images. While the
PaliGemma-3B model demonstrated strong per-
formance in text translation tasks, it struggled to
leverage visual context effectively, underscoring
the importance of refining multimodal techniques
for better accuracy.

Arewa_NLP participated in the English-Hausa
text-only translation task, fine-tuning the OPUS-
MT-en-ha transformer model. While the system
performed well on standard test set, it struggled

with the more complex content in the Challenge
Test, suggesting a need for further training.

v036 participated in the English-to-Indic tracks
only with the help of visual context. They utilized
InternVL2 (Chen et al., 2023) to extract features
from the marked image region, which was then
passed into a Rapid Automatic Keyword Extrac-
tion (RAKE) algorithm to generate keywords for
use as hash-tags to provide context to the source
text. They then used an LLM (Llama 405B) to gen-
erate chain-of-thoughts prompts, consisting the
original source and target sentences, extracted key-
words as hash-tags and some reasoning why that
translation was generated, that serve as training
data. Finally, they fine-tuned Llama 8b Instruct
model, one for each language, on the generated
prompts. They reported that although their predic-
tions were mostly correct, the model failed to gen-
erate similar translations as the ground truth, indi-
cating the need for human evaluation as the best
method to assess the quality of the translations.

Brotherhood participated in all the tracks, lever-
aging LLMs such as GPT-4o and Claude 3.5
Sonnet to enhance cross-lingual image captioning
without traditional training or fine-tuning (Betala
and Chokshi, 2024). They used instruction-tuned
prompting to generate contextual conversations
around cropped images, incorporating the original
English captions as context, and translated these
conversations into target languages. They em-
ployed weighted prompting strategy to balance the
original captions with the translated conversations
for more descriptive outputs. They reported that
their training-free approach minimizes error prop-
agation from flawed datasets while offering flexi-
bility in balancing source fidelity with descriptive-
ness, demonstrating promise for improving low-
resource language datasets. However, they identi-
fied challenges such as dependence on LLM APIs,
hallucination risks, computational demands, and
the limitations of traditional metrics like BLEU for
evaluating enriched descriptions, highlighting the
need for more comprehensive evaluation methods.

UNLP participated in the English-to-Hindi,
Malayalam, Bengali, and Hausa tracks. They used
visual context to improve translation accuracy, em-
ploying a gated fusion mechanism to integrate vi-
sual information with textual data, combining the
outputs of visual and textual encoders to create
context-aware translations. For each language,
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Team ID Organization Country

DCU_NMT Dublin City University Ireland
ODIAGEN Odia Generative AI India
Arewa_NLP FUTB, BUK, and Arewa Data Science Academy Nigeria
v036 SCB DataX, Walmart Global Tech Thailand, India
Brotherhood Indian Institute of Technology Madras India
UNLP University of Galway, and Lua Health, Galway Ireland
00-7 Krutrim AI India

Table 3: List of participants who submitted translations for the WMT2024 English-to-LowRes Multimodal Trans-
lation Task

they fine-tuned their multimodal model on this
combined input, ensuring a nuanced understand-
ing of both linguistic and visual cues. The team
reported that while their multimodal model con-
sistently outperformed text-only baselines across
BLEU, ChrF2, and TER metrics, some discrep-
ancies with the ground truth translations highlight
the importance of incorporating human evaluation
for a more reliable assessment of translation qual-
ity.

00-7 competed in three tracks—Image Caption-
ing, Text-only, and Multimodal Translation—for
Indic languages, developing a multimodal model
that integrates a multilingual LLM with a vision
module for improved translation. Their method
employs a ViT image encoder to extract visual
token embeddings, which are projected into the
LLM space through an adapter layer, generating
translations autoregressively. They achieved state-
of-the-art results for Hindi on the Challenge set,
while remaining competitive for other languages.
Despite the models success, they observed limited
impact of the vision modality on translation qual-
ity.

5.2 Results

Automatic evaluation results Tables 4 to 8
present the automatic evaluation results of the sub-
mitted systems, indicating that the systems per-
formed competitively against each other. Despite
these promising results, participants expressed a
need for human evaluations, as shown in subse-
quent tables. This reflects a common concern
among participants who suspect that their systems
may outperform the scores they received, under-
scoring the importance of qualitative assessments
in conjunction with automatic metrics.

Human evaluation results Tables 10 and 11
present the adequacy scores after human evalua-

Lang. System ID Type RSRC BLEU RIBES

en-hi 00-7 7190 NMT Yes 53.40 0.842400
en-hi v036 7406 NMT No 43.20 0.812507
en-hi Brotherhood 7378 NMT Yes 37.90 0.795538
en-hi DCU_NMT 7372 NMT No 30.30 0.710342

en-ml 00-7 7195 NMT Yes 39.80 0.739973
en-ml v036 7395 NMT No 33.30 0.606598
en-ml Brotherhood 7377 NMT Yes 13.60 0.428194

en-bn 00-7 7192 NMT Yes 45.30 0.796451
en-bn v036 7414 NMT No 33.90 0.736029
en-bn Brotherhood 7375 NMT Yes 21.70 0.644341

en-ha Brotherhood 7376 NMT Yes 21.10 0.636818

Table 4: MMCHMM24 submissions

Lang. System ID Type RSRC BLEU RIBES

en-hi 00-7 7313 NMT No 54.10 0.858322
en-hi ODIAGEN 7358 Other No 44.10 0.815457
en-hi DCU_NMT 7349 NMT No 35.90 0.762839

en-ml 00-7 7327 NMT Yes 34.00 0.651880
en-ml ODIAGEN 7343 Other No 18.10 0.505942

en-bn 00-7 7321 NMT Yes 44.20 0.789032
en-bn ODIAGEN 7336 Other No 35.60 0.735341

en-ha ODIAGEN 7366 Other No 24.40 0.663630

Table 5: MMCHTEXT24 submissions

Lang. System ID Type RSRC BLEU RIBES

en-hi v036 7411 NMT No 44.60 0.833853
en-hi 00-7 7325 NMT No 43.70 0.813357
en-hi DCU_NMT 7351 NMT No 40.60 0.806358
en-hi UNLP 7392 NMT No 40.30 0.800532
en-hi Brotherhood 7379 NMT Yes 29.70 0.725450

en-ml 00-7 7194 NMT Yes 51.40 0.780907
en-ml v036 7396 NMT No 42.70 0.700828
en-ml UNLP 7393 NMT No 32.20 0.626281
en-ml Brotherhood 7382 NMT Yes 15.10 0.410674

en-bn 00-7 7191 NMT Yes 46.40 0.775597
en-bn v036 7418 NMT No 44.10 0.737924
en-bn UNLP 7391 NMT No 42.10 0.766589
en-bn Brotherhood 7381 NMT Yes 22.10 0.575370

en-ha UNLP 7394 NMT No 41.80 0.723997
en-ha Brotherhood 7380 NMT Yes 17.70 0.580239

Table 6: MMEVMM24 submissions

tion. The scores reinforce the need for human eval-
uations to actually determine the quality of multi-
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Lang. System ID Type RSRC BLEU RIBES

en-hi 00-7 7322 NMT Yes 43.30 0.812578
en-hi DCU_NMT 7348 NMT Yes 42.70 0.817949
en-hi ODIAGEN 7335 Other No 41.60 0.821154

en-ml 00-7 7326 NMT Yes 37.80 0.633752
en-ml ODIAGEN 7365 Other No 33.10 0.668374

en-bn 00-7 7320 NMT No 45.10 0.766452
en-bn ODIAGEN 7363 Other No 43.70 0.789757

en-ha ODIAGEN 7344 Other No 49.80 0.812898
en-ha Arewa_NLP 7314 SMT No 40.70 0.755910

Table 7: MMEVTEXT24 submissions

Lang. System ID Type RSRC BLEU RIBES

en-hi 00-7 7385 NMT Yes 2.80 0.183643

en-ml 00-7 7389 NMT Yes 0.90 0.064375

en-bn 00-7 7386 NMT No 1.80 0.105044

Table 8: MMEVHI24 submissions

Lang. System ID Type RSRC BLEU RIBES

en-hi 00-7 7346 NMT No 1.30 0.125551

en-ml 00-7 7390 NMT Yes 0.30 0.039097

en-bn 00-7 7387 NMT Yes 0.40 0.041301

Table 9: MMCHHI24 submissions

modal generations. The number of sentences that
were marked 4 and 5 (almost all or all informa-
tion transmitted) in system 7375 Brotherhood in
Table 10 indicates a higher performance than what
the automatic metrics suggest for the same system
in Table 4.

Lang. System ID JPO adequacy scores

# 1 2 3 4 5

en-bn v036 7414 1 2 6 29 84 79
2 7 23 47 85 38

en-bn Brotherhood 7375 1 0 1 16 71 112
2 1 10 11 46 132

en-ha Brotherhood 7376 1 11 21 40 48 80
2 16 29 50 68 37

Table 10: MMCHMM24 Human Evaluations on ran-
dom 200 Test Sentences

6 Conclusion and Future Directions

This paper presents an overview of the English-
to-Low Resource Multimodal Translation shared
tasks at WMT2024. The task attracted strong par-
ticipation from numerous teams. Out of these,
7 teams submitted system description papers de-
tailing their approaches and results. In the fu-
ture, we aim to expand the range of low-resource

Lang. System ID JPO adequacy scores

# 1 2 3 4 5

en-bn ODIAGEN 7336 1 15 18 55 66 46
2 46 43 48 40 23

en-ha ODIAGEN 7366 1 18 29 62 61 30
2 26 58 66 36 14

Table 11: MMCHTEXT24 Human Evaluations on ran-
dom 200 Test Sentences

languages, with a particular focus on multimodal
translation, and encourage greater participation
from more teams.
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