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Abstract
Quality estimation (QE) is a crucial technique
for evaluating the quality of machine transla-
tions without the need for reference translations.
This paper focuses on Huawei Translation Ser-
vices Center’s (HW-TSC’s) submission to the
sentence-level QE shared task, named LLMs-
enhanced-CrossQE. Our system builds upon
the CrossQE architecture from our submission
from last year, which consists of a multilingual
base model and a task-specific downstream
layer. The model input is a concatenation of
the source and the translated sentences. To en-
hance performance, we fine-tuned and ensem-
bled multiple base models, including XLM-R,
InfoXLM, RemBERT, and CometKiwi. Specif-
ically, we employed two pseudo-data genera-
tion methods: 1) a diverse pseudo-data gen-
eration method based on the corruption-based
data augmentation technique introduced last
year, and 2) a pseudo-data generation method
that simulates machine translation errors using
large language models (LLMs). Our results
demonstrate that the system achieves outstand-
ing performance on sentence-level QE test sets.

1 Introduction

Quality estimation (QE) aims to automatically as-
sess machine translation outputs without requir-
ing reference translations (Specia et al., 2018).
We report the technical details of our approach to
sentence-level quality prediction and fine-grained
error span detection subtasks in the WMT 2024
QE shared task. Our team, Huawei Translation
Services Center (HW-TSC), participated in direct
assessment (DA) score in sentence-level quality
prediction and the fine-grained error span detec-
tion tasks across all language pairs. Fine-tuning
pre-trained language models, which provide rich
semantic information, has become the standard ap-
proach for QE tasks (Rei et al., 2020). In this paper,
we present LLMs-enhanced-CrossQE, HW-TSC’s
system for the sentence-level QE task, which lever-
ages multiple pre-trained language models and data

augmentation techniques. The key aspects of our
system design are summarized as follows:

• Model: We employed our previous year’s ar-
chitecture, CrossQE (Tao et al., 2022), as the
foundation. For every language pair, models
were individually fine-tuned. Additionally, we
used CometKiwi (Rei et al., 2022), a multi-
lingual QE model, and fine-tuned it for single
language pairs.

• Data augmentation: Based on the corruption-
based data generation (CDG) method used last
year (Li et al., 2023), we propose a diverse
CDG (D-CDG) method. Specifically, we gen-
erate more varied corrupted translations by
combining multiple error types. Addition-
ally, we rewrite source sentences using large
language models (LLMs) to create pseudo-
sentences containing errors that closely resem-
ble those produced by machine translation sys-
tems. Finally, we employ a reference-based
QE model to generate pseudo scores.

• Ensemble: For each language pair, we ensem-
ble eight fine-tuned models to achieve opti-
mal performance. These checkpoints origi-
nated from four base models: XLM-R (Con-
neau et al., 2020), InfoXLM (Chi et al.,
2021), RemBERT (Chung et al., 2020), and
CometKiwi (Rei et al., 2022), and three train-
ing dataset configurations: original dataset,
augmented dataset, and augmented dataset
followed by the original dataset. The ensem-
ble weight for each checkpoint was optimized
with Optuna (Akiba et al., 2019). On aver-
age, eight checkpoints were used per language
pair after optimization. Additionally, we ex-
perimented with a naive weight ensemble ap-
proach based on the method proposed by Ya-
dav et al. (2024), but it did not yield significant
improvements.
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Our system ranks first in the English-Tamil di-
rection and second in several other directions in the
direct assessment quality estimation task (Zerva
et al., 2024). It significantly outperforms the base-
line given by the competition organizers by a large
margin. Additionally, we provide detailed results
of each model with and without data augmenta-
tion in Table 3. To analyze the importance of each
model in the ensemble, we present the ensemble
weights in Figure 2 and 1. It is worth noting that
the models fine-tuned with the proposed data aug-
mentation technique were assigned higher weights
in the ensemble.

2 Background

2.1 Task Description 1

Sentence-level QE with direct assessment (DA)
anotations: The goal is to predict the quality score
for each source-target sentence pair. The golden-
truth quality scores were obtained from human
translators who rated each translation from 0 to
100. The scores from three or four translators were
normalized and averaged to get the final score. This
year’s QE shared task has four language pairs with
DA quality scores: English-Hindi (en-hi), English-
Tamil (en-ta), English-Telegu (en-te) and English-
Gujarati (en-gu). All languages have just 7,000
training samples.

Fine-grained error span detection: Partici-
pants of this task need to identify the error span
(start and end indices) and the error severity (major
or minor).

2.2 Base Models
• XLM-R (Conneau et al., 2020): A

transformer-based masked language model
trained on a massive multilingual corpus with
more than two terabytes of data.

• InfoXLM (Chi et al., 2021): A cross-lingual
pre-trained model that leverages multilingual
masked language modeling, translation lan-
guage modeling, and cross-lingual contrast
learning.

• RemBERT (Chung et al., 2020): A rebal-
anced mBERT model with factorization of the
embedding layers. The input embeddings are
smaller and kept for fine-tuning, while the out-
put embeddings are larger and discarded after
pre-training.

1https://wmt-qe-task.github.io/

• CometKiwi (Rei et al., 2022): A multilingual
reference-free QE model that uses a regres-
sion approach and is built on top of InfoXLM.
It has been trained on direct assessments from
WMT17 to WMT20 and the MLQE-PE cor-
pus.

3 Method

3.1 Model Architecture

3.1.1 Task1: Sentence-level QE with direct
assessment (DA)

As shown in Equation 1 and 2, the embeddings
of source sentence s and translated sentence t are
concatenated in both orders [s, t] and [t, s] to form
the input of pre-trained model fbase. The output
token-level embedding sequences are processed by
an average pooling layer to obtain vector repre-
sentations hs1 and ht1 for source and translation
respectively. These feature vectors are enhanced
by taking their absolute difference and element-
wise multiplication, as shown in Equation 3 and 4.
Finally, all feature vectors are concatenated and
fed into a regression head that predicts the final
score y (Equation 5). This architecture enables
information exchange between source and trans-
lated sentences at an early stage of the network
and has proven to be significantly more effective
than combining cross-lingual information after the
pre-trained model.

hs1,ht1 = fbase([s, t]) (1)

ht2,hs2 = fbase([t, s]) (2)

f1 = [hs1,ht1, |hs1 − ht1|,hs1 ⊙ ht1] (3)

f2 = [hs2,ht2, |hs2 − ht2|,hs2 ⊙ ht2] (4)

y = fscore([f1, f2]) (5)

3.1.2 Task2: Error span detection
For this task, we speculate that the understand-
ing ability of large models may be helpful to the
task, so we use the TowerInstruct-7B-v0.2 (Alves
et al., 2024) model and the GPT-4o-mini (Islam
and Moushi, 2024) model to cope with this task.

3.2 Data Augmentation

In this year’s QE shared task, we adapted two data
augmentation methods. 1) Text Editing, we im-
plemented a D-CDG method based on the CDG
proposed last year (Li et al., 2023), in which we
constructed more diverse translation error data by

https://wmt-qe-task.github.io/
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Method Description
Deletion A random word in the translation was deleted.
Insertion A random word in the translation was selected and inserted in a random position.
Substitution A random word was replaced with another word in the translation.

Table 1: Three available text editing methods.

Method
You are a Gujarati to English machine translation system. I will give you a correct parallel data pair,
rewrite the target language (English) sentence with mistakes that you may have made while doing the
translation, including but not limited to incorrect words, adding extra words, Omitting crucial words,
wrong numbers or dates, deleting words, exchanging the position of two words, wrong numbers,
incorrect punctuation, incorrect capitalization, grammar errors. The correct parallel data is: "$SRC",
"$TGT". please just output the target language with 20%, 35%, 50% mistake token of the target
length.

Table 2: A prompt example for LLMs to generate pseudo QE training data based on a sample from the Gujarati to
English QE training set, $SRC and $TGT represent the source and target languages in the sample, respectively.

incorporating multiple text editing approaches. 2)
LLMs-generated pseudo-data. We generated trans-
lation data with errors more similar to those pro-
duced by machine translation systems using GPT-
4o-mini and constructed parallel data pairs contain-
ing translation errors through the machine transla-
tion system.

For text editing, we employed three methods
proposed last year to generate translation errors:
Deletion, Insertion, and Substitution. Notably,
this year, we generated translation sentences with
more diverse translation errors by combining these
three text editing methods with a certain probability.
Specifically, each time we performed a text edit,
we modified the original text with equal probability
by sampling a text editing method from a subset
of the three available text editing methods. Addi-
tionally, we also created a version of pseudo-data
by directly translating the source language into the
target language and then back-translating it.

For LLM-generated pseudo-data, we constructed
a prompt using the GPT-4o-mini to generate a
modified source language sentence multiple times
with different proportions, correlating with the
number of tokens in the sentence(see Table 2).
This approach yielded multiple modified source
language sentences containing error tokens that
closely resemble those generated by translation
systems. These modified sentences were then trans-
lated into the target language using a translation
system. Similar to the text editing method, we
scored the pseudo-parallel translation pairs using a

reference-based QE model 2 to create pseudo QE
training data. It is worth noting that we constructed
the scaling factor as the ratio between the corrupted
translation score and the uncorrupted translation
score (fQE(s,t̂,t)

fQE(s,t,t) ), following the approach from last
year.

4 Experiments

4.1 Experimental setups
Our system is built on top of the COMET package 3.
We fine-tuned four pre-trained models, namely
XLM-R, InfoXLM, RemBERT and CometKiWi 4,
on a single Nvidia Tesla V100 GPU with a batch
size of 4, gradient accumulation of 8 and mean
square error loss function. We stopped the training
when there was no improvement in terms of Spear-
man correlation on the dev set for five test runs. For
each language pair, the augmented dataset from
text editing method, which contains more than ten
times data than the original dataset, and the aug-
mented dataset from LLMs, which contains about
three times data than the original dataset, were all
pre-generated instead of generated on-the-fly to
improve training efficiency. Following last year’s
conclusion that the pseudo-data is more effective
compared with the original data, we fine-tuned four
base models by pseudo-data directly. The train-
ing step took around 10 hours with the augmented

2https://huggingface.co/Unbabel/
wmt22-comet-da

3https://github.com/Unbabel/COMET
4https://huggingface.co/Unbabel/

wmt22-cometkiwi-da

https://huggingface.co/Unbabel/wmt22-comet-da
https://huggingface.co/Unbabel/wmt22-comet-da
https://github.com/Unbabel/COMET
https://huggingface.co/Unbabel/wmt22-cometkiwi-da
https://huggingface.co/Unbabel/wmt22-cometkiwi-da
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Method en-hi en-ta en-te en-gu Avg.
XLM-R 0.616 0.663 0.434 0.643 0.589

+ aug (D-CDG) 0.614 (-.002) 0.675 (+.012) 0.449 (+.015) 0.657 (+.014) 0.599 (+.010)
+ aug (LLMs) 0.469 (-.147) 0.617 (-.046) 0.412 (-.022) 0.603 (-.040) 0.525 (-.064)

InfoXLM 0.595 0.670 0.443 0.664 0.593
+ aug (D-CDG) 0.608 (+.013) 0.657 (-.013) 0.465 (+.022) 0.671 (+.007) 0.600 (+.007)
+ aug (LLMs) 0.478 (-.117) 0.614 (-.056) 0.418 (-.025) 0.629 (-.035) 0.535 (-.058)

RemBERT 0.606 0.671 0.431 0.688 0.599
+ aug (D-CDG) 0.604 (-.002) 0.672 (+.001) 0.432 (+.001) 0.667 (-.021) 0.594 (-.005)
+ aug (LLMs) 0.458 (-.148) 0.606 (-.065) 0.413 (-.018) 0.617 (-.071) 0.524 (-.075)

CometKiwi 0.590 0.685 0.451 0.691 0.604
+ aug (D-CDG) 0.594 (+.004) 0.683 (-.002) 0.465 (+.014) 0.696 (+.005) 0.610 (+.006)
+ aug (LLMs) 0.475 (-.115) 0.630 (-.055) 0.420 (-.031) 0.662 (-.029) 0.547 (-.057)

Ensemble (D-CDG) 0.652 \ 0.719 0.716 \ 0.675 0.483 \ 0.482 0.717 \ 0.678 0.642 \ 0.637
Ensemble (LLMs) - 0.712 \ 0.683 0.48 \ 0.474 0.714 \ 0.686 0.635 \ 0.614
Ensemble (submit) 0.-79 \ 0.719 0.-79 \ 0.683 0.-79 \ 0.482 0.-79 \ 0.686 0.-79 \ 0.643

Table 3: Results for sentence-level QE in terms of Spearman correlation. We report the performance of using
D-CDG and LLM-generated pseudo-data as a data augmentation approach(aug). Except for the last three rows
which show the results on the dev \ test set, other results were based on the dev set.

Base model(average): 42.5

Aug model(average): 57.5
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Figure 1: The ensemble weights for each base model.

dataset.
With four base models and two data augmenta-

tion approaches, we obtained eight checkpoints for
each language pair. We ensembled these check-
points by taking the weighted average of the pre-
dicted scores. The weights were optimized using
Optuna, an automatic hyperparameter search frame-
work. We used the Spearman correlation as the
optimization objective, setting the step size to 0.05,
and conducted 1000 trials on the dev set.

4.2 Results

4.2.1 Task1

The results of sentence-level QE in terms of Spear-
man correlation are shown in Table 3. Without data
augmentation, CometKiwi has the best average cor-
relation of 0.604, while XLM-R, InfoXLM, and

RemBERT are close behind with around 0.590.
For the two data augmentation methods, we

found that the D-CDG approach led to improve-
ments across nearly all languages and models, as
shown in Table 3. Additionally, this approach out-
performed the original CDG method5. This sug-
gests that rewriting a sentence by combining mul-
tiple diverse text editing methods within the same
sentence is more effective than using only a single
text editing method. Instead, for the pseudo-data
generated by LLMs, we did not observe a positive
effect on the dev set in all language directions, as
shown in Table 3.

Furthermore, in the model ensemble, we ob-
served that models with the D-CDG approach
played a more important role. Specifically, the In-

5Reported in Table 1 of last year’s paper
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Figure 2: The ensemble weights for different training dataset configurations. ‘w/o aug’ and ‘+ aug’ mean using the
original or augmented dataset respectively. ‘+ aug & finetune’ means training on the augmented dataset and then
finetuning on the original one.

Method en-de en-hi en-es
F1 recall precison F1 recall precison F1 recall precison

Tower-Instruct-7B 0.178 0.181 0.175 0.015 0.008 0.300 0.118 0.082 0.209
GPT-4o-mini 0.119 0.315 0.073 0.361 0.398 0.331 0.146 0.249 0.103

Baseline (test set) 0.192 - - 0.481 - - 0.161 - -
Ensemble (test set) 0.178 0.181 0.175 0.361 0.398 0.331 0.141 0.227 0.102

Table 4: Results for error span detection in terms of F1 score.

foXLM model with D-CDG was assigned a larger
weight across all languages, as shown in Figure 1.
We also noticed that the assignment of higher
weights to models with D-CDG in the ensemble
correlated with the base model’s overall impor-
tance, if a base model received substantial attention,
the corresponding model with D-CDG also tended
to receive more weight.

Notably, models with LLM-generated pseudo-
data were not assigned higher weights in the ensem-
ble 2. However, in the test set, models with LLM-
generated pseudo-data achieved better Spearman
correlation scores in two languages(en-ta and en-
gu). This may be attributed to the fact that LLMs
generate more diverse pseudo-data, thereby enhanc-
ing the ensemble model’s generalization ability. On
the other hand, there may be a large gap between
the dev set and the test set, the model with text
editing data is overfitted to the dev set, while the
models with LLMs pseudo-data introduce some
regularization ability, which makes the ensemble
model achieve better results on some languages.

This may be attributed to the fact that LLMs gen-
erate more diverse pseudo-data, thereby enhancing
the ensemble model’s generalization ability. Addi-
tionally, the discrepancy between the development
set and the test set might have caused overfitting in

models trained with text editing data. In contrast,
models incorporating LLM-generated pseudo-data
introduced a regularization effect, enabling the en-
semble model to achieve better results in certain
languages.

4.2.2 Task2
The results for error span detection are displayed
in Table 4. In the Table, we can see that the method
of using the large language model alone to detect
the error segment is lower than the baseline based
on cometkiwi, but it is not far from it. In addition,
we can see that the method based on GPT-4o-mini
is much higher than the method without LLMs
in recall. That’s enough to see the potential of the
large language models, if human preferences can be
injected for fine tuning, there is a good chance that
large language models will outperform cometkiwi-
based methods.

5 Conclusion

This paper mainly presents HW-TSC’s sentence-
level QE system called LLMs-enhanced-CrossQE.
Using our previous year’s model CrossQE as the
foundation, we conducted comprehensive exper-
iments with various pre-trained models. To fur-
ther enhance the robustness of all language pairs
and provide various checkpoints for model ensem-
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ble, we introduced a diverse pseudo-data genera-
tion method based on the corruption-based data
augmentation technique proposed last year. Our
system demonstrates strong performance across all
language pairs with DA annotations in the sentence-
level QE task. In the future, we plan to explore the
use of LLMs to generate more diverse QE pseudo-
data using more effective in-context learning tech-
niques, such as chain-of-thought (CoT) prompt-
ing, or by transferring knowledge from LLMs to
QE models through direct utilization of LLM pa-
rameters. Additionally, this paper presents only
a brief investigation of the error span detection
task. Therefore, we plan to further explore word-
level and document-level QE tasks, which can im-
prove the interpretability of QE and hold significant
promise in the era of LLMs.
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