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Abstract

While Minimum Bayes Risk (MBR) decod-
ing using metrics such as COMET or MetricX
has outperformed traditional decoding meth-
ods such as greedy or beam search, it intro-
duces a challenge we refer to as metric bias.
As MBR decoding aims to produce transla-
tions that score highly according to a specific
utility metric, this very process makes it impos-
sible to use the same metric for both decoding
and evaluation, as improvements might simply
be due to reward hacking rather than reflect-
ing real quality improvements. In this work
we find that compared to human ratings, neu-
ral metrics not only overestimate the quality of
MBR decoding when the same metric is used
as the utility metric, but they also overestimate
the quality of MBR/QE decoding with other
neural utility metrics as well. We also show
that the metric bias issue can be mitigated by
using an ensemble of utility metrics during
MBR decoding: human evaluations show that
MBR decoding using an ensemble of utility
metrics outperforms a single utility metric.

1 Introduction

Minimum bayes risk (MBR) decoding is a decod-
ing approach where n candidate translations are
sampled from the MT system, and they are used
as pseudoreferences for a reference-based utility
metric. MBR decoding computes the utility metric
for all O(n?) pairs of candidates and pseudorefer-
ences, selecting the candidate that achieves the best
average score across all pseudoreferences. Qual-
ity Estimation (QE) decoding1 selects the candi-
date that scores best according to a QE utility met-
ric. Previous work on MBR decoding has shown
that it results in improvements on the utility met-
ric (Amrhein and Sennrich, 2022; Cheng and Vla-
chos, 2023; Eikema and Aziz, 2022), however other
metrics do not improve as much as the utility met-
ric (Guttmann et al., 2024; Vamvas and Sennrich,

! Also known as QE reranking or QE filtering.

2024). This issue of MBR/QE decoding exhibit-
ing bias towards the utility metric complicates our
ability to use automatic metrics to compare the
quality of MBR/QE-based MT systems, as we can-
not tell whether improvements in automatic metrics
from MBR/QE decoding correspond to actual im-
provements in quality, or if it simply reward hack-
ing. Prior work has assumed that this issue can
be avoided by using a different metric for evaluat-
ing MBR decoding outputs (Tomani et al., 2023),
though this assumption has never been tested.

In this work we compare the results of human vs
metric-based evaluation of MBR/QE decoding with
a wide variety of metrics to show that the quality
of MBR/QE decoding is overestimated by not only
the utility metric, but also other similar metrics.
While MBR/QE decoding with a single utility met-
ric results in significant gains in automatic metrics,
it does not perform better than greedy decoding
in our human evaluations. This may be due to
MBR decoding preferring fluent yet inaccurate can-
didates. Using an ensemble of metrics as the utility
helps us mitigate the metric bias issue, with human
evaluations showing that MBR decoding with an
ensemble utility metric results in significantly bet-
ter translations than greedy decoding or MBR/QE
decoding with a single utility metric.

In this paper we contribute:

1. A large-scale analysis of metric bias in MBR
and QE decoding with metrics commonly
used in MT, showing that this metric bias is-
sue holds across many different metrics and
language pairs, and is not resolved by simply
using a different metric for evaluation.

2. Mitigation strategies for MBR bias using QE
filtering followed by MBR decoding, as well
as MBR decoding using an ensemble of met-
rics as the utility function.

3. A human evaluation showing that MBR de-
coding with ensembles outperforms MBR de-
coding with a single metric.
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2 Related Work

Cheng and Vlachos (2023); Eikema and Aziz
(2022); Guttmann et al. (2024) find that MBR
decoding improves automated metrics on vari-
ous high, medium, and low resource language
pairs. Freitag et al. (2023a, 2022); Tomani et al.
(2023) find that human raters prefer the outputs of
MBR/QE decoding over greedy decoding.

MBR variants achieve speedups via heuristics
(Trabelsi et al., 2024; Jinnai and Ariu, 2024), fil-
tering pseudoreferences via a QE metric (Deguchi
et al., 2024, 2023) or filtering via another reference-
based metric (Vamvas and Sennrich, 2024; Eikema
and Aziz, 2022). Quality-aware translation, which
incorporates quality estimation into the training
process, has been found to improve translation qual-
ity over standard MBR (Tomani et al., 2023).

Other techniques for aligning translation models
with human preferences include direct preference
optimization (Rafailov et al., 2024; Yang et al.,
2024), reinforcement learning from human feed-
back (Christiano et al., 2017), and reinforcement
learning from Al feedback (Bai et al., 2022).

Guttmann et al. (2024); Vamvas and Sennrich
(2024) show evidence of metric bias in MBR decod-
ing, as they find that neural evaluation metrics favor
models using MBR on the metric used as the utility
function. However, these papers only cover only 2
metrics, and neither have human evaluations.

Sellam et al. (2020b); Freitag et al. (2023b);
Glushkova et al. (2023) find that ensembling met-
rics can improve their ability to detect critical errors
and improve agreement with human preferences,
though they do not investigate the effects of ensem-
bling utility metrics on MBR decoding.

Reward hacking (Skalse et al., 2022) is an is-
sue in reinforcement learning where the reward
function improves but the system’s behavior is not
aligned with human preferences. The metric bias
problem in MBR decoding can be viewed as an
instance of reward hacking, as the utility function
improves while not necessarily improving quality.

3 Study 1: Metric Bias in MBR Decoding

3.1 Methodology

To investigate metric bias in MBR/QE decoding,
we perform MBR/QE decoding via various utility
metrics and compare how they perform on various
evaluation metrics. We investigate MBR decoding
using these reference-based utility metrics:

MetricX-23 (Juraska et al., 2023)
XCOMET-XXL (Guerreiro et al., 2023)
XCOMET-XL (Guerreiro et al., 2023)
COMET?22 (Rei et al., 2022a)
AfriCOMET (Wang et al., 2024)
IndicCOMET (Sai B et al., 2023)
BLEURT (Sellam et al., 2020a)
YiSi-1 (Lo, 2019)

sentBLEU (Papineni et al., 2002)

10. chrF (Popovié, 2015)

11. chrF++ (Popovic, 2017)

12. TER (Snover et al., 2006)

NI W =

o

We also investigate QE decoding (Fernandes
et al., 2022) using the following QE metrics:

1. MetricX-QE (Juraska et al., 2023)
CometKiwi23-XXL (Rei et al., 2023)
CometKiwi23-XL (Rei et al., 2023)
CometKiwi22 (Rei et al., 2022b)
AfriCOMET-QE (Wang et al., 2024)

AR

We used a dev set for selecting ensembles, and a
test set for reporting final results and human evalu-
ation. The dev datasets and language pairs are:

1. FLORES-200 dev set (Costa-jussa et al.,
2022): English-Swahili (en-sw), Igbo (en-ig),
Hindi (en-hi), Tamil (en-ta), Somali (en-so),
Hausa (en-ha), Malayalam (en-ml), Gujarati
(en-gu), Hungarian (en-hu), Vietnamese (en-
vi)

2. WMT2022 (Kocmi et al., 2022): English-
Chinese (en-zh), Chinese-English (zh-en),
English-German (en-de), German-English
(de-en)

The test set datasets and language pairs are:

1. FLORES-200 test set: en-sw, en-ig, en-hi, en-
ta, en-so, en-ha, en-ml, en-gu, en-hu, en-vi

2. WMT2023 (Kocmi et al., 2023): en-zh, zh-
en?, en-de, de-en

We produced translations using Gemini 1.0
Pro (Gemini Team Google, 2023) with prompts
including 5-shot examples. We used epsilon sam-
pling as recommended by Freitag et al. (2023a)
with a sample size of 128. See Appendix A for
prompts used for generating translations and in-
structions for computing scores from metrics.

’Due to errors in the WMT2023 zh-en reference transla-
tions, we use the references from Liu et al. (2024) for zh-en.
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MetricX 4 85.5% 79.6f 79.0f 69.4% 77.71EEE[T T
MetricX-QE .899: 84.4%f 78.2% 78.3% 68.8% 84.4% 75.6%
XCOMET-XXL g 4 85.0% 76.6%
XCOMET-XL . 43 85.0% [E{PES T1.55% 85.3% 77.6%
CometKiwi23-XXL g ! 85.5% | 71.4%
CometKiwi23-XL g k4 81.5% "81:3% 74.8+
CometKiwi22 . g 79.6% 79.7%
COMET22 80.0+ 79.3%
BLEURT 1.35% 0.986% 83.8% 79.1% 78.6% 69.4% 78.1%
YiSi 1.57 1.14% 82.6% 78.0% 77.3% 68.7+ 77.7%
chrF 1.54% 1.13% 78.0*% 77.6% 68.9% 77.7%
chrF++ 1.54% 1.13F 78.01 77.5% 68.9% 77.7%
sentBLEU 77.8% 76.8
TER
rankAvg:all J L b 81.7% 81.2%
rankAvg:qe d ! .6+ 81.8% 83.2%
rankAvg:top .899: 0.566: 88.2% 83.0% 83.0%

rankAvg:topQe d ! .8+ 81.7% 83.7%
rankAvg:mxmxqe 79.7% 79.2%
rankAvg:noLex

rankAvg:noNC J i 5 80.4% 79.5% L § A . g 54.1* 25.7%
rankAvg:noNCnoLex [} . 80.8% 80.0% 70. y 5 J NEAPHRES 24.0%
allQE(32)allMBR J 5 5 81.9% 81.3%
allQE(32)nolexMBR i ! . 82.6% 81.6%

topQE(32)topMBR ¥ 5 4% 83.3% 82.0%
noncQE(32)noncMBR 80.6% 79.8%

noncQE(32)noncnolexMBR 81.0# 80.11: 70.4i 78.7i
mxQE(32)mxMBR 6% 79.8% 79.2% 69.5% 77.8%
ckQE(32)xcMBR %A 80.8: NpEES 70.7+ 78.4% 85.2
mxQE(32)xcMBR b Kl 80.6% 70.1% 78.2% 85.1
ckQE(32)mxMBR 0.728% 0. ke 80.6:% By kA 70.7% 78.3% 85.4% 773

Table 1: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2" block), averaged across all languages (test datasets). Higher scores are better, except MetricX, MetricX-QE,
and TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2.
Significant differences from greedy (pairwise t-test) indicated by * for p<0.05, { for p<0.01, f for p<0.001. The
green diagonal in the 1% block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.

CometKiwi23-XXL
XCOMET-XXL

MetricX-QE
CometKiwi23-XL
CometKiwi22
(African only)
XCOMET-XL
COMET22
(African only)
IndicCOMET
(Indic only)

AfriCOMET-QE

AfriCOMET
BLEURT
sentBLEU

all

qe

top

topQe
mxmxqe
noLex
noNC
noNCnoLex
noNCQe | ]
allQE(N)allMBR
allQE(N)nolexMBR
topQE(N)topMBR
noncQE(N)noncMBR
noncQE(N)noncnolexMBR
mxQE(N)xcMBR | | RN
ckQE(N)xcMBR
mxQE(N)mxMBR
ckQE(N)mxMBR

2
2
2

Table 2: Metrics included in each ensemble. Rows ar mbles, columns are metrics. Black cells indicate that
the metric is included in a single-step ensemble. Green cells indicate the metric is used for the 1% step (QE filtering)
in a 2-step ensemble. Red cells indicate the metric is used for the 2" step (MBR decoding) in a 2-step ensemble.



3.2 Results

Results are shown in Table 1 for average scores
across all language pairs on the test datasets. We
observe that for all reference-based metrics, the
best-performing system is MBR decoding using
the same utility metric. This result also holds for
all QE metrics, but that is by definition, because QE
decoding picks the sample with the best QE score.
These results also hold on individual languages and
the dev set (Appendix G and E).

We can also see that MBR decoding outputs for
utility metrics which are similar to the evaluation
metric tend to score better than when the MBR util-
ity metric is dissimilar to the evaluation metric. For
example, MBR/QE decoding with neural metrics
(MetricX and COMET families) performs better
than greedy when evaluated with other neural met-
rics, but worse than greedy if evaluated via lexical
metrics. Likewise, MBR decoding with lexical
metrics (sentBLEU, chrF, chrF++, and TER) and
semantic metrics (YiSi) perform highly when eval-
uated by lexical and semantic metrics, but poorly
when evaluated via neural metrics. The pattern also
holds for similar metrics within the same family
— XCOMET-XXL prefers MBR/QE decoding us-
ing CometKiwi23-XXL and XCOMET-XL, and
MetricX prefers outputs from MetricX-QE.

These results suggest the existence of metric
bias in MBR decoding — that is, they suggest that
MBR decoding will result in a disproportionately
large improvement in the utility metric and metrics
similar to the utility metric, relative to the actual
improvement in quality. In order to address this
issue, in the next section we will investigate ensem-
bling metrics during MBR decoding as a means of
avoiding overfitting to a particular utility metric.

4 Study 2: MBR Decoding using
Ensembles of Metrics

4.1 Methodology

As a mitigation strategy for utility metric bias in
MBR decoding, we investigate how using an en-
semble of metrics performs for MBR decoding. We
explore the following ensembling techniques (see
Appendix C for pseudocode for these techniques):

1. rankAvg: For each metric, assigns a rank to
each of the 128 samples (where O is best and
127 is worst). Select the sample where the
average rank across metrics is minimized.

2. rankMed: Select the sample where the median

rank across metrics is minimized.

3. rankMax: Select the sample where the maxi-
mum rank across metrics is minimized.

4. rank75q: Select the sample where the 0.75th
quartile rank across metrics is minimized.

For each of these ensembling techniques, we
compute ensembles with the following groups of
metrics (see Table 2 and Appendix B for the com-
plete list of metrics included in each ensemble):

1. all: All metrics

2. ge: All QE metrics

3. top: Top-performing metrics in WMT2023

metrics shared task (Freitag et al., 2023b)

topQe: Top-performing QE metrics

mxmxqe: MetricX + MetricX-QE ensemble

noLex: Non-lexical metrics

noNC: Metrics that permit commercial use

noNCnoLex: Non-lexical metrics that permit

commercial use

9. noNCQe: QE metrics that permit commercial
use

®© Nk

In addition to the ensembles above, we also in-
vestigate QE filtering followed by MBR decoding
(QE filtering selects the top N candidates accord-
ing to a QE metric, where N can be either 4, 8,
16, 32, 64). This two-step approach is faster than
standard MBR decoding, as QE filtering is linear-
time whereas MBR decoding is quadratic time. We
include the following two-step ensembles:

1. allQE(N)alIMBR: QE filter with all QE met-
rics, then MBR decode with all reference-
based metrics

2. allQE(N)nolexMBR: QE filter with all QE
metrics, then MBR decode with non-lexical
reference-based metrics

3. topQE(N)topMBR: QE filter with top QE met-
rics, then MBR decode with top reference-
based metrics

4. noncQE(N)noncMBR: QE filter with QE met-
rics that permit commercial use, then MBR
decode with reference-based metrics that per-
mit commercial use

5. noncQE(N)noncnolexMBR: QE filter with
QE metrics that permit commerical use, then
MBR decode with non-lexical reference-
based metrics that permit commercial use

6. mxQE(N)xcMBR: QE filter with MetricX-
QE, then MBR decode with XCOMET-XXL

7. ckQE(N)xcMBR: QE filter with
CometKiwi23-XXL, then MBR decode
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with XCOMET-XXL

8. mxQE(N)mxMBR: QE filter with MetricX-
QE, then MBR decode with MetricX

9. ckQE(N)mxMBR: QE filter with
CometKiwi23-XXL, then MBR decode
with MetricX

The metrics included in each ensemble is shown
in Table 2 and Appendix B.

4.2 Results

Results for a subset of ensembles averaged across
all language pairs on the test sets are at Ta-
ble 1 with additional ensembles shown in Ap-
pendix F. Results on the dev sets are shown in
Appendix E. Breakdowns per language pair can
be found in Appendix G. As expected, ensembles
tend to perform better if judged by metrics that
are better represented in the ensemble; for exam-
ple, if judging by MetricX, the best ensembles are
mxQE(32)mxMBR and rankAvg:mxmxqe, both of
which are ensembles consisting of MetricX and
MetricX-QE.

That said, observe that compared to MBR/QE de-
coding with a single utility metric, ensembles often
improve on automated evaluations even according
to metrics not included in the ensemble. For exam-
ple, if we use the XCOMET or CometKiwi families
of metrics to evaluate rankAvg:noNCnoLex and
noncQE(32)noncnolexMBR (which do not include
any metrics from the XCOMET or CometKiwi
families), they outperform MBR/QE decoding
with any single metric outside the XCOMET or
CometKiwi families. Similarly, if lexical metrics
are used to evaluate the rankAvg:noLex and al-
1IQE(32)nolexMBR ensembles, which do not in-
clude any lexical metrics, they still outperform
MBR/QE decoding with any single neural metric.
This suggests that ensembles help reduce metric
bias towards a single metric, which results in im-
proved automated evaluation scores according to
other metrics not included in the ensemble.

5 Study 3: Human Evaluation

5.1 Methodology

For the human evaluation, we chose the following
baselines and ensembles to evaluate:

1. Greedy decoding

2. Reference translation

3. MetricX (MBR decoding)
4. MetricX-QE (QE decoding)

5. AfriCOMET for African languages (MBR de-

coding)

6. AfriCOMET-QE for African languages (QE

decoding)

7. IndicCOMET for Indic langauges (MBR de-

coding)

8. rankAvg:noNC (single-step ensemble)

9. rankAvg:noNCnoLex (single-step ensemble)
10. mxQE(32)mxMBR (multi-step ensemble)
11. noncQE(32)noncnolexMBR (multi-step en-

semble)

We evaluated the following conditions only on
en-de and zh-en due to budget constraints:

1. XCOMET-XXL (MBR decoding)
2. CometKiwi23-XXL (QE decoding)
3. COMET22 (MBR decoding)

4. rankAvg:all (single-step ensemble)

We chose MetricX, MetricX-QE, AfriCOMET,
AfriCOMET-QE, and IndicCOMET because they
had shown good performance in previously-
published evaluations (Tomani et al., 2023; Wang
etal., 2024; Sai B et al., 2023; Freitag et al., 2023b),
had good performance in automated evaluations on
the dev set (Appendix E), and lacked restrictions
on commercial use. In our en-de and zh-en eval-
uations we also included metrics and ensembles
with restrictions on commercial use (XCOMET,
CometKiwi, rankAvg:all) for comparison. The 6
language pairs and datasets we evaluate are en-
ha en-sw en-ml en-hi (from FLORES200 test) and
en-de zh-en (from WMT2023). We chose these lan-
guages to have a wide distribution in resource level.
For each language pair, we sampled 400 source seg-
ments to evaluate. WMT2023 was evaluated with
document context, whereas FLORES200 segments
were evaluated in isolation. We asked each rater to
provide MQM annotations for all translation can-
didates for each source segment (we evaluted 15
systems on en-de and zh-en and 11 systems on oth-
ers), and compute scores as described in Freitag
et al. (2021). Scores range from 0 to 25, lower is
better. To control for variance between raters, the
same rater was used to score all candidate transla-
tions resulting from each source segment.

5.2 Results

Results are shown in Table 3. We observe that over-
all the best-performing system is rankAvg:noNC,
which significantly outperforms greedy (p<0.001
on pairwise t-test). rankAvg:noNC also performs
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Table 3: Human evaluation results broken down by language and MQM error type. Columns indicate the system
used for MBR/QE decoding; ensembles are defined in Table 2. Rows starting with “all” shows results across all
languages. 1% block is total error scores, 2"¢ is fluency error scores, 3™ is accuracy error scores, 4" is other error
scores. For each system, average human evaluation scores across the evaluated segments are shown. Lower scores
are better. Colors are relative to greedy, green is better than greedy, red is worse. Black cells were not evaluated.
Significant differences from greedy (pairwise t-test) indicated by * for p<0.05, § for p<0.01, i for p<0.001.

the best on each language pair except en-hi. In-
terestingly, rankAvg:noNC and greedy decoding
beat the reference translation in all language pairs,
suggesting either that the reference translations in
WMT2023 and FLORES200 are of poor quality,
or that Gemini’s translation quality has achieved
human parity for these language pairs.

A surprising result from our human evaluation
was that although MBR decoding with an en-
sembles of metrics was judged as having supe-
rior quality to greedy decoding, MBR/QE decod-
ing with a single metric (MetricX, MetricX-QE,
XCOMET-XXL, CometKiwi23-XXL, COMET?22,
AfriCOMET, AfriCOMET-QE, IndicCOMET) did

not generally improve over greedy decoding (Ta-
ble 3). In fact, translations from MetricX MBR
decoding for zh-en, MetricX-QE decoding for en-
ml, AfriCOMET-QE decoding for en-sw, and In-
dicCOMET MBR decoding for en-ml were rated
by humans as significantly worse than greedy de-
coding (Table 3), even though automatic evalua-
tion with other neural metrics such as MetricX and
XCOMET-XXL estimated those translations as be-
ing significantly better than greedy (Appendix G).
This suggests that evaluation with neutral metrics
overestimates the quality of MBR/QE decoding,
even if different metrics are used for decoding and
evaluation. Our findings contrast with previous
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Greedy The seller said not yet, and it 1.0 0.0 0.0 0.659 0.88 0.999 0.83 0.74
will be shipped in the afternoon.
MetricX The seller said that they don’t K] 10.0 JOEO 0.259 FO9&# 1.000 0.70 0.68
/XCOMET-XXL have it in stock yet, and will be
able to ship it out this afternoon.
MetricX-QE The seller said he hadn’t shipped it, 0.0 X 0.438 0.49 0.997 FO78 0.68

but could ship it that afternoon.

CometKiwi23-XXL

The seller said that it was not ready yet
and that it would be shipped that afternoon.

(XX1] 0.264 F0I67 0.998| 0.87 KINE]

COMET22 The seller said not yet, it

will be sent in the afternoon.

JROROXVIOINN 0.981 1.06/0.998 0.86 0.76

noncQE32noncnolexMBR The seller said no, it won’t be
/rankAvg:noNCnoLex shipped until this afternoon.

rankAvg:noNC The seller said not yet,
/rankAvg:all it will be shipped in the afternoon.

INORNOXOR 1.0 MispA 0.60 0.998 0.76 0.77

0.0 0.0 0.608 0.90 0.998 0.71

mxQE32mxMBR

The seller said that it is not yet ready,
and it will be shipped in the afternoon.

0.07 5.0 QoA 0.432 HOWAS 0.998 NOX-Z VK]

Table 4: An example where MetricX and XCOMET-XXL MBR decoding result in an inaccurate translation. The

source text is LR UL, FFARELX -

(“Seller says not yet, can ship in the afternoon.”) The preceding

sentence is £5 5, 5 " RITHIER], K57 TIE? (“So the next day I called to ask, has it shipped?”). MetricX
and XCOMET-XXL MBR decoding, as well as the reference-based MetricX and XCOMET-XXL evaluations, all
prefer a translation which inaccurately states the item is out of stock. The other metrics assign a lower score to the
inaccurate translation. Lower scores are better for MQM, MetricX, and MetricX-QE, for other metrics higher is
better. Green is better than greedy, red is worse. Spans marked as errors by the rater are bolded.

studies which find that MBR decoding with a sin-
gle metric outperforms greedy decoding in human
evaluations (Freitag et al., 2022, 2023a; Tomani
et al., 2023).

We hypothesize a few potential causes of the fail-
ure of single-metric MBR/QE decoding to outper-
form greedy decoding: firstly, machine translation
quality has improved considerably in recent years.
This is reflected by how in our study the greedy
decoding outputs achieved better human evaluation
results compared to the references generated by
professional human translators, especially when
looking at fluency scores (Table 3), in contrast with
previous work where reference translations were
rated as better (Freitag et al., 2022, 2023a). There-
fore, it is possible that improvements in greedy
translation quality have reduced the quality gains
from MBR/QE decoding, and have resulted in the
adverse effects of metric bias from MBR/QE de-
coding with a single utility metric outweighing the
benefits to translation quality. For example, in Ta-
ble 3 we can see that single-metric MBR/QE decod-
ing generally improves fluency on high-resource
languages, and reduces errors in style, terminol-
ogy, and locale convention (labeled “other”). How-

ever, accuracy suffers with single-metric MBR/QE
decoding for most language pairs (Table 3). We
show an example in Table 4, where MetricX and
XCOMET-XXL MBR decoding favor a fluent yet
inaccurate translation. Perhaps part of the reason
for this decrease in accuracy is that MBR decoding
with metrics such as MetricX considers only simi-
larity to the pseudoreferences and does not consider
the source sentence, so fluent hallucinations that
occur in a large number of pseudoreferences will be
favored by MBR decoding. Therefore, we hypoth-
esize that past gains from single-metric MBR/QE
decoding might have been driven by improvements
in fluency and style, but modern LLMs have be-
come good at producing fluent outputs (as indi-
cated by the low fluency error scores for the greedy
condition in Table 3), so we are no longer seeing
overall quality improvements from single-metric
MQM/QE decoding.

We also considered the effects of domain on
the quality of single-metric MBR/QE decoding.
Since the WMT2023 datasets which were used
include novel domains such as speech transcripts
and mastodon posts which are not well-represented
in the data that metrics such as MetricX and
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MetricX-QE
XCOMET-XXL

Greedy
Reference
MetricX

en-de @news:total 2.52
en-de @user-review:total i . 2.80 3.11
en-de @mastodon:total 1.6
en-de @speech:total 5.43"
zh-en @news:total 3.83
zh-en@user-review:total
zh-en@manuals:total 2.28
0.69
0.65

021 (A 0.13 0.25

0.63 0.48 0.3
0.36 038
0.18 0.23*
0.28

en-de@news:fluency 1.33 FO.77 0.31
en-de @user-review:fluency
en-de@mastodon:fluency
en-de @speech:fluency
zh-en@news:fluency
zh-en@user-review:fluency

zh-en@manuals:fluency

0.22%*

en-de @news:accuracy 0.65 1.63 2.14/ 1.59
en-de @user-review:accuracy 2.32 0.89 147 1.16
en-de@mastodon:accuracy  0.54  £0:68 ° 0.97 0.95
en-de @speech:accuracy 1.77 244 1.66 3.65*
zh-en@news:accuracy 3.03 321 3.39[3.14
zh-en@user-review:accuracy 1.23 2.36*% 220 2.24*
zh-en@manuals:accuracy 1.38 2.19% 2.46| 1.88
en-de @news:other 0.92 0.51 0.37/0.62
en-de @user-review:other 0.77 2.04 0.63/1.44

0.60
0.61
0.24
0.54
0.12

0.31
0.45
0.27
0.35%
0.12%*

0.39
0.73+
0.161 0.31
0.33 0.36*
0.15 0.12

en-de @mastodon:other
en-de@speech:other
zh-en@news:other
zh-en@user-review:other
zh-en @manuals:other

o 2
e

% s Bz
ch S 2 5 3
Q — ZO 5 = 5
3 g4 = g =z g 5
v = @ o 2 Q&
=} m > > th Ise)
5] E < fz > m 8
E 3 % 2 %
S © & §E = £ &

2.83*

0370 0.70 =P 0.9

3.74
4.07
1.87+%

—_
NeJ
=]

3.90
1.13
2.97

2.81 3.12 3
1.04 1.03
2.88 2.65 2
3.90 3.15

4.16 298
2.45 8]
201 2.35

2.62
221

1.49 UEEaIRIY0.84 50166

0.12 [[iE

0.70

030" JGNE]

0.46 029
031 0.32
0.71 1043
1.63 10.96
. 125 1.32
1.10* 063 ! L
1.56 1.61
3.36 B2 2.39 | 3.3
1.92
1.38

1.75

1.50 > 1.04

0.62 0.59

0.55 JOREY 0.46 0.58
121 1.23 Y 1.07 102 191
0475 0.36 044 0.36 035 0.42
0.80 (OREEOREY 0.56|
034 L0291 0.31 034 0.19
038 0.38 041 0.36 039 0.30
0.12 [ 0.15 0.12 JUNEIEORE

Table 5: Human evaluation results broken down by domain and MQM error type for en-de and zh-en. Columns
indicate the system used for MBR/QE decoding; ensembles are defined in Table 2. 1% block is total error scores,
27 5 fluency error scores, 3™ is accuracy error scores, 4" is other error scores. For each system, average human
evaluation scores across the evaluated segments are shown. Lower scores are better. Colors are relative to greedy,
green is better than greedy, red is worse. Significant differences from greedy (pairwise t-test) indicated by * for

p<0.05, T for p<0.01, % for p<0.001.

XCOMET-XXL were trained on, we hypothesized
that this may adversely impacting MBR quality.
However, contrary to our expectations, as we can
observe in Table 5 there is no clear effect of the
domain on the quality of MBR decoding results.
Thus, we do not believe effects of domain to be the
primary factor behind our findings.

We also considered whether MBR decoding with
other metrics we did not evaluate with human raters,
such as BLEURT, would have performed better
than the metrics we evaluated. To do so, we looked
at the correlation between the MQM scores from
our human evaluation, compared to the scores as-
signed by metrics. We include scores from QE

metrics (to simulate QE decoding), scores from
reference-based metrics based on the 128 pseu-
doreferences (to simulate MBR decoding), as well
as scores form reference-based metrics using the ac-
tual references (to simulate a reference-based met-
ric oracle). Table 6 shows Kendall-Tau correlation
and Table 7 shows Pearson correlation. Note that
this an imperfect simulation of what would happen
if we actually performed human evaluation with
the MBR/QE decoding outputs for these metrics, as
we are considering correlations with human judge-
ments only the subset of candidates which were
evaluated (which is a biased sample, as they are the
results of MBR/QE decoding), not all 128 samples.
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We observe that among the individual metrics that
we did not evaluate, simulated XCOMET-XL MBR
decoding seems to correlate the best with human
judgements, and the other metrics are generally
worse than MetricX/XCOMET-XXL MBR decod-
ing. We also include some ensembles, finding that
they are generally better correlated with human
judgements than individual metrics in our simula-
tion. Therefore, we do not expect that changing to
another metric for MBR/QE decoding would have
resulted in significantly better translation quality.

6 Discussion

While previous work has sometimes assumed that
MBR decoding outputs can be evaluated by au-
tomated metrics so long as a non-utility metric is
used (Tomani et al., 2023), we find MBR/QE decod-
ing outputs are often preferred by automated met-
rics despite the fact that human raters believe they
are worse quality. For example, while MetricX-
QE decoding outputs are considered by human
raters to be of worse quality than greedy decod-
ing (Table 3), they still achieve higher scores
when evaluated by XCOMET-XXL, XCOMET-
XL, MetricX, CometKiwi22, CometKiwi23-XL,
and CometKiwi23-XXL (Table 1 and Appendix G).
Thus, the metric bias issue that results from
MBR/QE decoding complicates evaluation with
automated metrics.

That said, while we have shown that MBR/QE
decoding generated translations with higher auto-
mated evaluation scores are not always judged as
having better quality by humans, this does not mean
that automated metrics are no longer useful. In our
study, automatic reference-based metrics, QE met-
rics, and ensembles of metrics are still somewhat
correlated with MQM scores, as shown in Table 6.
Therefore, while it is advisable to perform a human
evaluation when feasible if evaluating systems that
make use of MBR/QE decoding, existing metrics
still correlate with human preferences. Addition-
ally, using an ensemble of metrics for MBR de-
coding results in improved translation quality com-
pared to greedy decoding and MBR/QE decoding
with a single metric (Table 3).

Why is it that using an ensemble of metrics for
MBR decoding improves translation quality com-
pared to just using a single metric (Table 3)? We
hypothesize that each metric has its own biases
that lead it to prefer bad translations, but different
metrics have different biases, so using an ensemble

zh-en en-de en-ha en-sw

p(e0)Y 1040 (0.278 0.110 0.114 0.201
XCOMET-XXL:mbr HOS27ERN0H RSN DTN 0
XCOMET-XL 0.335 0.126 0.123 0.187
XCOMET-XL:mbr 0.336 0.134 0.137 0.201
MetricX 0.252 0.192
MetricX:mbr 0.289 1 0.089 0.111 0.211
MetricX-QE

CometKiwi23-XXL
CometKiwi23-XL

0291 [OIIF 0,093 0:166
0.264 QU 0.115 [0.160 0.085

0.281 10.094 0.113 HoFkky 0.101

CometKiwi22 0.274 0.107 JOXE#] 0.173 0.087
COMET22 WP L0 0.062 HNEE) 0.076 |
COMET22:mbr JUPLIBEA] 0.067 FOSESE OIS
BLEURT 0.279 0.128 0.098 0.173 0.083
BLEURT:mbr 0.271 0.134 0.119 0.187 0.108 [oX
YiSi 0.178 0.04910.072 0.105 0.061 | 0} =k
YiSi:mbr 0.183 0.068 0.065 | 051
chrF 0.044 0.040 0.067 0.129
chrF:mbr 0.091 0.049 0.056
chrF++ 0.057 0.045 0.064 0.123
chrF++:mbr 0.103 0.052 0.057
sentBLEU 0.102 0.059 0.072 0.106 0.052 0.083
sentBLEU:mbr | 0.155 0.058 0.121 0.058 0.103
TER 0.129 0.061 0.0860.077 0.087
TER:mbr 0.114 0.060 0.067 0.116
MetricX Wkl 0.055

+MetricX-QE

MetricX 7S 0.070

+MetricX-QE

XCOMET-XXL
+XCOMET-XL
XCOMET-XXL:mbr
+XCOMET-XL:mbr
XCOMET-XXL
+XCOMET-XL
+COMET?22
XCOMET-XXL:mbr
+XCOMET-XL:mbr
+COMET?22:mbr

0.326 0.124

0.324 0.131

0.346 0.127

0.348 0.140

Table 6: Kendall-Tau correlation between MQM eval-
uation scores and automated evaluation scores. For
reference-based metrics, rows with “:mbr” indicate
pseudoreference-based evaluation. Bottom rows are en-
sembles that take the average between the listed met-
rics. Higher scores indicate better agreement with hu-
man raters. See Table 7 for Pearson correlation.

reduces metric bias. We see an example of this in
Table 4 where MetricX and XCOMET-XXL assign
high scores to an inaccurate translation, but this
translation is rated poorly by CometKiwi23-XXL
and COMET?22, so the ensemble ends up picking a
good translation that is preferred by all metrics.

Techniques other than MBR/QE decoding for
making use of human preferences to improve trans-
lation quality, such as DPO (direct preference opti-
mization) (Rafailov et al., 2024; Yang et al., 2024))
and RLHF (reinforcement learning from human
feedback) (Christiano et al., 2017), might be more
resilient to this metric bias issue, as they do not
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directly make use of the evaluation metric. How-
ever, given that the data used for DPO/RLHF is
similar to the data used to train evaluation metrics,
and given that the reward hacking issue is prevalent
throughout reinforcement learning (Skalse et al.,
2022), issues similar to metric bias may still occur
with these techniques.

An open question that remains is how to de-
velop new evaluation techniques that are resilient
to metric bias in MBR/QE decoding. One potential
way is to develop metrics specialized for evalu-
ating MBR/QE decoding outputs from a particu-
lar system, by generating MBR/QE decoding out-
puts from a translation model, obtaining human
annotations for those, and training a metric with
them. This process is unfortunately costly and time-
intensive, and the learned metric might not be able
to generalize beyond translations generated by the
particular utility metric and translation model it
was trained on. Perhaps a better approach would
be to view the metric bias problem as an adversar-
ial learning problem, and apply techniques such as
generative adversarial training (Yang et al., 2018)
to help train metrics resilient to MBR bias.

7 Conclusion

In this paper we have explored the problem of met-
ric bias, where MBR or QE decoding with a single
utility metric shows improvements on automated
evaluation with the utility metric and related met-
rics, but does not actually improve quality when
judged by a human rater. We find that the metric
bias issue is most severe when using a single utility
metric, and using an ensemble of metrics to per-
form MBR decoding can help improve quality as
judged by a human rater. While we have shown
that metric bias can result in overly-optimistic au-
tomatic evaluations of systems that make use of
MBR/QE decoding, the question of how to resolve
this issue and automatically evaluate systems that
make use of MBR/QE decoding is still an open
problem which we leave to future work.

Dataset

Dataset is at https://mbrbias.github.io/

Limitations

In this work we compare to only full MBR de-
coding and QE filtering as baselines, but there are
many alternative approaches, such as MBR approx-
imation heuristics (Trabelsi et al., 2024; Jinnai and

Ariu, 2024; Deguchi et al., 2024, 2023; Vamvas
and Sennrich, 2024; Eikema and Aziz, 2022), di-
rect preference optimization training (Yang et al.,
2024), quality-aware training (Tomani et al., 2023),
or training on MBR decoding outputs (Finkelstein
and Freitag, 2023), that are more practical to use
if translation latency is important. In this work we
only look at translations coming from Gemini 1.0
Pro with 5-shot sample prompts and epsilon sam-
pling, and it is possible that results may differ if us-
ing a different translation system, different prompts,
or a different sampling technique. In this work we
only look at using 128 samples due to the computa-
tionally expensive O(n?) cost of running full MBR
decoding, but it is possible that using additional
samples can achieve further quality improvements.
In this work we only looked at segment-level trans-
lation, and it is possible that results may differ if
performing document-level translation. However,
MetricX and the COMET families of models have
input token limits — 1024 tokens for MetricX, 512
tokens for COMET — which make it difficult to
use them for document-level MBR decoding. Our
human evaluation used only a single rater for each
translation, which introduces the question of how
reliable and consistent the ratings are — using mul-
tiple raters and looking at inter-rater agreement is
preferable, but was beyond our budget constraints.

Ethics Statement

MBR decoding is resource-intensive, and using
ensembles of multiple metrics increases compu-
tational complexity compared to a single utility
metric. To mitigate this issue, we presented two-
step ensembles that use QE filtering followed by
MBR decoding, which reduce the computational
cost below the cost of standard MBR decoding with
a single metric.
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A Methodology Details

A.1 Prompts Used for Generating Samples

For each language pair, we obtained 5-shot exam-
ples for our prompts from the dev split of FLORES-
200 by randomly sampling among those reference
pairs that had perfect MetricX QE scores (scores
of 0). We used MetricX QE filtering to ensure we
used high-quality examples as our 5-shot examples.
The sampled examples and prompt text for each
language pair is included in our dataset release.

A.2 Instructions for Computing Metrics

sentBLEU, chrF, chrF++, and TER scores were
computed with sacreBLEU 2.4.2 (Post, 2018) on
python 3.11.8 with the following parameters:

chrF: -m chrf

chrF++: -m chrf —chrf-word-order 2

sentBLEU: -m bleu —sentence-level

TER: -m ter

For other metrics, we used the publicly released
models on HuggingFace, running with the unbabel-
comet package version 2.2.1 available on pip, on
Python 3.10.14. We ran on an NVIDIA A100
GPU for all metrics except XCOMET-XXL and
CometKiwi23-XXL, which required an NVIDIA
A100 80GB GPU.

B Metrics Included in Each Ensemble

This section presents the same information that
is present in Table 2, but in textual format. The
following are the groups of metrics included in
the single-step ensembles that we include in our
study. For each of these metric groups the rankAvg,
rankMed, rankMax, and rank75q ensembling tech-
niques are used to generate an ensemble.

1. all: All metrics, both reference-based and
QE (MetricX, MetricX-QE, XCOMET-
XXL, XCOMET-XL, CometKiwi23-
XXL, CometKiwi23-XL, CometKiwi22,
COMET?22, BLEURT, YiSi, chrF, chrF++,
sentBLEU, TER, AfriCOMET and
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AfriCOMET-QE for African languages,
IndicCOMET for Indic languages)

2. ge: All QE metrics (MetricX-QE,
CometKiwi23-XXL, CometKiwi23-XL,
CometKiwi22, and AfriCOMET-QE for
African languages)

3. top: MetricX, MetricX-QE, XCOMET-
XXL, XCOMET-XL, CometKiwi23-XXL,
CometKiwi23-XL

4. topQe: MetricX-QE, CometKiwi23-XXL,

CometKiwi23-XL

mxmxqe: MetricX, MetricX-QE

6. noLex: All non-lexical metrics (MetricX,
MetricX-QE, XCOMET-XXL, XCOMET-
XL, CometKiwi23-XXL, CometKiwi23-XL,
CometKiwi22, COMET22, BLEURT, YiSi,
AfriCOMET and AfriCOMET-QE for African
languages, IndicCOMET for Indic languages)

7. noNC: All metrics that permit commercial
use (MetricX, MetricX-QE, CometKiwi22,
COMET?22, BLEURT, YiSi, chrF, chrF++,
sentBLEU, TER, AfriCOMET and
AfriCOMET-QE for African languages,
IndicCOMET for Indic languages)

8. noNCnoLex: All non-lexical metrics that per-
mit commercial use (MetricX, MetricX-QE,
COMET22, BLEURT, YiSi, AfriCOMET and
AfriCOMET-QE for African languages, Indic-
COMET for Indic languages)

9. noNCQe: All QE metrics that permit commer-
cial use (MetricX-QE, and AfriCOMET-QE
for African languages)

e

In addition, we also investigate QE filtering fol-
lowed by MBR decoding (here we define QE filter-
ing as selecting the top N candidates according to a
QE metric, where N can be either 4, 8, 16, 32, 64).
We include the following ensembles of this form:

1. allQE(N)allMBR: Use QE filtering with
an ensemble of all QE metrics (MetricX-
QE, CometKiwi23-XXL, CometKiwi23-XL,
CometKiwi22, AfriCOMET-QE for African
languages), then perform MBR decoding on
the N resulting candidates with all reference-
based metrics (MetricX, XCOMET-XXL,

CometKiwi22, AfriCOMET-QE for African
languages), then perform MBR decoding on
the N resulting candidates with all non-lexical
reference-based metrics (MetricX, XCOMET-
XXL, XCOMET-XL, COMET22, BLEURT,
YiSi, AfriCOMET for African languages, In-
dicCOMET for Indic languages).

. topQE(N)topMBR: Use QE filtering with an

ensemble of top-performing QE metrics (Met-
ricX QE, CometKiwi23-XXL, CometKiwi23-
XL), then perform MBR decoding on the N
resulting candidates with an ensemble of top-
performing reference-based metrics (MetricX,
XCOMET-XXL, XCOMET-XL).

. noncQE(N)noncMBR: Use QE filtering with

an ensemble of QE metrics that permit com-
mercial use (MetricX-QE, AfriCOMET-QE
for African languages), then perform MBR de-
coding with an ensemble of reference-based
metrics that permit commercial use (MetricX,
COMET?22, BLEURT, YiSi, chrF, chrF++,
sentBLEU, TER, AfriCOMET for African lan-
guages, IndicCOMET for Indic languages).

. noncQE(N)noncnolexMBR: Use QE filtering

with an ensemble of QE metrics that permit
commercial use (MetricX-QE, AfriCOMET-
QE for African languages), then perform
MBR decoding with an ensemble of non-
lexical reference-based metrics that per-
mit commercial use (MetricX, COMET22,
BLEURT, YiSi, AfriCOMET for African lan-
guages, IndicCOMET for Indic languages).

. mxQE(N)xcMBR: Use QE filtering with

MetricX-QE, then perform MBR decoding
with XCOMET-XXL

. ckQE(N)xcMBR: Use QE filtering with

CometKiwi23-XXL, then perform MBR de-
coding with XCOMET-XXL

. mxQE(N)mxMBR: Use QE filtering with

MetricX-QE, then perform MBR decoding
with MetricX

. ckQE(N)mxMBR: Use QE filtering with

CometKiwi23-XXL, then perform MBR de-
coding with MetricX

XCOMET-XL, COMET22, BLEURT, YiSi, C Pseudocode for Ensembles

chrF, chrF++, sentBLEU, TER, AfriCOMET

for African languages, IndicCOMET for Indic rankAvg ensembling strategy:

languages). def rankAvg(

2. allQE(N)nolexMBR: Use QE filtering with
an ensemble of all QE metrics (MetricX-
QE, CometKiwi23-XXL, CometKiwi23-XL,
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)

sample_list: List[str], metric_list: List[str]

sample_ranks =
get_ranks_for_samples_by_ensemble(sample_list,



metric_list)

score_list = [np.mean(x) for x in
sample_ranks]

return select_samples_by_score(sample_list,
score_list)

rankMed ensembling strategy:

def rankMed(
sample_list: List[str], metric_list: List[str]
) .

sample_ranks
get_ranks_for_samples_by_ensemble(sample_list,
metric_list)

score_list = [np.median(x) for x in
sample_ranks]

return select_samples_by_score(sample_list,
score_list)

rankMax ensembling strategy:

def rankMax(
sample_list: List[str], metric_list: List[str]
) .

sample_ranks
get_ranks_for_samples_by_ensemble(sample_list,
metric_list)

score_list [np.max(x) for x in sample_ranks]

return select_samples_by_score(sample_list,
score_list)

rank75q ensembling strategy:

def rank75q(
sample_list: List[str], metric_list: List[str]
) .

sample_ranks
get_ranks_for_samples_by_ensemble(sample_list,
metric_list)

score_list = [np.quantile(x, g=[0.75]1)[0] for
X in sample_ranks]

return select_samples_by_score(sample_list,
score_list)

Here are helper functions that were used:

def get_ranks_for_samples_by_ensemble(
sample_list: List[str], metric_list: List[str]
):
output = [[None for y in metric_list] for x
in sample_list]
for metric_idx, metric in
enumerate(metric_list):
sample_to_rank =
rank_samples_by_metric(sample_list,
metric)
for sample_idx, sample in
enumerate(sample_list):
output[sample_idx]J[metric_idx] =
sample_to_rank[sample]
return output

def select_samples_by_score(
sample_list: List[str],
score_list: List[float]
).

sample_with_score
score_list)

zip(sample_list,

top_candidate, top_score
min(sample_with_score, key=lambda x: x[1])
return top_candidate

D Correlation Between Human
Evaluation MQM Scores and Metrics

en-hi en-ml
0.111

0.141

en-de en-ha en-sw
(W0rYY 0.146 0.139

XCOMET-XXL
XCOMET-XXL:mbr
XCOMET-XL
XCOMET-XL:mbr
MetricX
MetricX:mbr
MetricX-QE
CometKiwi23-XXL
CometKiwi23-XL
CometKiwi22
COMET?22
COMET22:mbr
BLEURT
BLEURT:mbr
YiSi

0.1780.145
0.154 0.160 0.141
0.170 0.174 0.156

() 0.100]
0.173 0.150 0.153
0.115 0.132 |3

N 0.116 0.121 0.128

0.092 0.098 o 1

0.148 &Y 0.156

0:298] 0.170 AR 0.146 EXEE]

0312 0.209 [N 0.149

0308 0.152 0.134 0.143

0322 0.170 0.143 0.150 0.149

0.211 0.100 0.092

0.55C
0.391
0.431
0.485

YiSimbr 0214 0.138
chrF 0.054 0.055
chrF:mbr 0.083 0.069
chrF++ 0.062 0.058
chrF++:mbr 0.091 0.069
sentBLEU 0.128 0.072 0.095 0.094 0.073
sentBLEU:mbr  0.160 0.072 0.098- 0.088 0.113
TER 0.101 0.071 0.104 0.061 0.105 0.118

TER:mbr
MetricX
+MetricX-QE
MetricX
+MetricX-QE
XCOMET-XXL
+XCOMET-XL
XCOMET-XXL:mbr
+XCOMET-XL:mbr
XCOMET-XXL
+XCOMET-XL
+COMET?22
XCOMET-XXL:mbr
+XCOMET-XL:mbr
+COMET?22:mbr

0.096 0.085
0.463

0.067 0.107
0.101 FOSERA 0.101

0.229

0.483 0.160 0.151 0.131 0.209

0.532 RUBRIR 0.159 0.161 0.144 0.228

0.537 JOBDEE 0.183 0.171 0.166

0.521 10:136 0.150 0.169 0.144

0:136| 0.173 0.176 0.167

Table 7: Pearson correlation between MQM evalu-
ation scores and automated evaluation scores. For
reference-based metrics, rows with “:mbr” indicate
pseudoreference-based evaluation. Bottom rows are en-
sembles that take the average between the listed met-
rics. Higher scores indicate better agreement with hu-
man raters. See Table 6 for Kendall-Tau correlation.
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E Results on Dev Datasets (WMT2022 and FLORES200 dev)
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Table 8: Reference-based and QE evaluation scores for greedy, MBR, and QE decoding using a single-step en-
semble utility metric, averaged across all languages (test datasets). Higher scores are better, except MetricX,
MetricX-QE, and TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined
in Table 2. Significant differences from greedy (pairwise t-test) indicated by * for p<0.05, { for p<0.01, # for
p<0.001.
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F Results for Additional Ensembles
F.1 Additional Single-Step Ensembles on Test Datasets
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Greedy 158 1.16 823 778 768 682 775 852 773 843 572 542 264 634
rankAvg:all 08% 0.739% 86.5% 81.7% 81.2% 71.4% 79.3% 86.5% 79.3; JELVCIECYMEEECR MK ;>
rankAvg:qe d 0.580% 86.6% 81.8% 83.2% 73.0:% 80.3: ISSOFMEAE] 82.61 52.8% 49.5% 20.8%
rankAvg:top .899% 0.566% 88.2: 83.0f 83.0% 72.7: JISI9E (LNEY 82.5% 52.8% 49.5% 20.7%
rankAvg:topQe 0.5274 86.8% 81.7% 83.7% 73.3: 78.9% KLNNEEY 82.4; 52.3% 48.9% 20.2%

rankAvg:mxmxqe 0.700% 0.417: | 85.6% MENENERFINI XA RS 84.95 76.7% 81.3% 50.4% 47.0% 18.2%

rankAvg:noLex 0.993% 0.657% 87.3% 82.4% 82.0% 72.0% 79.6% 86.6% 79.5% 55.6% 52.3% 23.4%
rankAvg:noNC | I DGN | IRV ks ka5 79.5% 70.1% 78.5% RIX aWliWid 84.41 57.4f 54.1*% 25.7%
rankAvg:noNCnoLex JUSTR N IXGRIFAR Rl ] R s LSO e 84.04 56.1% 52.8% LNk

rankAvg:noNCQe (ORI AN 84.55 78.3% 78.5% 69.0% 77.7+ RZXGoly AR oS W Ea DT T B X%

rankMax:all 1.16% 0.776% 86.1% 81.0% 80.8% 71.1% 79.2% 86.3% 78.91: 24.3%
rankMax:qe 1.06% 0.595% 86.3% 81.5% 82.8% 72.6% 80.2:% [ 85.9%Wekpd 82.7+ 53.0% 49.6% 20.9%
rankMax:top 0.929% 0.586% 88.0% 82.7+ 82.7% 71.4% SR A E N 82.5% 52.8% 49.5% 20.8%
rankMax:topQe 0.964% 0.480+ 86.7% 80.7% 84.0% 71.2% CRR AN 82,1+ 51.7+ 48.3% 19.7%
rankMax:mxmxqe 0.704% 0.420% [ 85.6% BrL AN DR T XA R 84.9% 76.7% 81.3% 50.5% 47.1% 18.2%
rankMax:noLex 1.11% 0.739% 86.6% 81.5% 81.3% 71.4% 79.4% 86.4% 79.1% EREFI S5.55 52.2% 23.4%
rankMax:noNC 1.11% 0.733% 79.3% 69.9% 78.4% BIMAVLNESN 84.0% 56.3% 53.1%
rankMax:noNCnoLex [ EUSER Kol o ke )1 5 78.5% IW AL IIA 83.9% 55.9% -1 i RIS
rankMax:noNCQe (ORI 84.55 78.3% 78.5% 69.0% 77.6% RZX AN oK I R TN IR T )
rankMed:all 1.06% 0.733% 86.5% 81.9% 81.0% 71.3% 79.1% 86.5% 79.2% [N X RN A
rankMed:qe 1.14% 0.679% 86.5% 81.7+ 83.3% 73.0% 79.9% BENANNEEE 82.4% 52.3% 49.0%
rankMed:top 0.895% 0.573% 88.2% 83.1% 82.8% 72.5% [ 78.9% MLy A A 82.2% 52.3% 48.9%
rankMed:topQe 0.726% 86.5% 81.4% 83.8% 73.2% 78.9:% RERIAWAAEY 82.1% 51.7+ 48.3%
rankMed:mxmxge 0.700% 0.417% | 85.6% LML RN I NI RIA 84.9% 76.7% 81.3% 50.4% 47.0% 18.2
rankMed:noLex 935+ 0.611% 87.6% 82.8% 82.2% 72.2% 79.4% 86.4% 79.1% "831F 54.3% 51.0% 22.1%
rankMed:noNC . 0.927% 84.2% 79.6% 78.6% 69.5% 78.2:% R{iWia vkl Nl K K 54.7i
rankMed:noNCnoLex R [ AR ] X5 86.5% 79.31 [83.5% 55.1% 51.8% 23.0%
rankMed:noNCQe ! (0N 84.5% 78.3% 78.5% 69.0% 77.7% R 75.6% 81.1% 49.5% 46.1% 17.6%
rank75q:all J 0.743% 86.5% 81.7% 81.1% 71.3% 79.1% 86.5% 79.2% BRIV XL E
rank75q:qe J 0.600% 86.5% 81.7% 83.2% 72.9% 80.0% PR 82.6% 52.7+% 49.4% 20.7%
rank75q:top 892+ 0.564% 88.0+% 82.9% 82.8% 72.6% N7819% beN kA 82.4% 52.7% 49.4% 20.6%
rank75q:topQe J 0.526% 86.7+ 81.7% 83.6% 73.3%| 78.9% AN AEEN 82.4% 52.3% 49.0% 20
rank75q:mxmxqe 7055 0.419% [ 85.65 L NERVL BN TN IR 84.95 76.7% 81.3% 50.5% 47.0% 18.24
rank75q:noLex I 0.651% 87.3% 82.5% 82.0% 72.0% 79.5% 86.5% 79.4% 835 55.2% 51.9% 23.0%
rank75q:noNC . 0.780% LW SN A 84.3+ 57.3% 54.1
rank75q:noNCnoLex [IX 0.628% 85.8% 80.9% 86.6% 79.6% P83.7% 55.6% 52.2%
rank75q:noNCQe RRyMIN IR 84.55 78.3% 78.5% 69.0% 77.6% BRI XA Tl I A DOV S T &

Table 9: Reference-based and QE evaluation scores for greedy, MBR, and QE decoding using a single-step en-
semble utility metric, averaged across all languages (test datasets). Higher scores are better, except MetricX,
MetricX-QE, and TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined
in Table 2. Significant differences from greedy (pairwise t-test) indicated by * for p<0.05, T for p<0.01, % for
p<0.001.
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F.2 Additional Two-Step Ensembles on Test Datasets

Evaluated Metric

MBR/QE Method
Greedy
allQE(64)allMBR
allQE(32)allMBR
allQE(16)allMBR
allQE(8)allMBR
allQE(4)allMBR
allQE(64)nolexMBR
allQE(32)nolexMBR
allQE(16)nolexMBR
allQE(8)nolexMBR
allQE(4)nolexMBR
topQE(64)topMBR
topQE(32)topMBR
topQE(16)topMBR
topQE(8)topMBR
topQE(4)topMBR
noncQE(64)noncnolexMBR
noncQE(32)noncnolexMBR
noncQE(16)noncnolexMBR
noncQE(8)noncnolexMBR
noncQE(4)noncnolexMBR
noncQE(64)noncMBR
noncQE(32)noncMBR
noncQE(16)noncMBR
noncQE(8)noncMBR
noncQE(4)noncMBR
mxQE(64)xcMBR
mxQE(32)xcMBR
mxQE(16)xcMBR
mxQE(8)xcMBR
mxQE(4)xcMBR
ckQE(64)xcMBR
ckQE(32)xcMBR
ckQE(16)xcMBR
ckQE(8)xcMBR
ckQE(4)xcMBR
mxQE(64)mxMBR
mxQE(32)mxMBR
mxQE(16)mxMBR
mxQE(8)mxMBR
mxQE(4)mxMBR
ckQE(64)mxMBR
ckQE(32)mxMBR
ckQE(16)mxMBR
ckQE(8)mxMBR
ckQE(4)mxMBR

MetricX

1.06%
1.04%
1.04%
1.04%
0.991%
0.978%
0.972%
0.977%
0.988::
0.868::
0.861%
0.879%
0.897%
0.925%
0.955%
0.911%
0.883%
0.877%
0.890
1.06%
0.992:
0.960:

0.942:%
0.931%
1.11%
1.03%
0.965%
0.924+
(17

MetricX-QE

1.16
0.781:%
0.733%
0.688:
0.654%
0.629%
0.708::
0.680:
0.647%
0.625%
0.608::
0.621%
0.599%
0.585:%
0.567%
0.548%
0.668:
0.596%
0.533%
0.487:%
0.450%
0.728%
0.629%
0.559%
0.506%
0.461%
0.690%
0.593%
0.517%
0.459%
0.411%

0.714%

-
> —
. 5%
> — o on I
= = 2 2 E q o}
= B ¢ ¢ ¢ £ & .-
15} 151 5] S =) + =
o o =) =) =) m 7 3 2 =t oz
Q Q 5] 5] 5] o - = = = 5 =
X X O O O O M > S S ) =

823 778 768 682 775 852 773 843 572 542 264 634

6.5% 81.7% | 80.6 TRFRIRE 843 571 539
86.5¢ 79.2 56.6% 53.4%
WIFA I 839 562 52.9%

86.37 78.7%  83.6%

. 86.2% 83.2%

86.61 79.7% [EREZ3

: 86.6% 79.5% |87k

86.5% 79.3; [83.5%

. 86.4% 79.0% 83.3%

83.0%

82.3%

82.4%

82.5%

82.5%

: g5 82.4%

86.6% 79.8% [EREES

86.5% 79.4 [83.6%

86.27 78.8% 83.1%

82.6%

89.8:%
89.5%
89.1%
88.4%
87.5; jLX33
89.8+ | 80.7%
89.6% | 80.8:%
89.3% | 81.0%
88.9:% | 80.9:%
88.3% | 80.8%

85. 4i 71.3
854 774
85.5% 774
85.4% 77.2%

Table 10: Reference-based and QE evaluation scores for greedy, MBR, and QE decoding using a two-step ensemble
(QE filtering followed by MBR) utility metric, averaged across all languages (test datasets). Higher scores are
better, except MetricX, MetricX-QE, and TER, where lower is better. Green is better than greedy, red is worse.
Ensembles are defined in Table 2. Significant differences from greedy (pairwise t-test) indicated by * for p<0.05,
T for p<0.01, ¥ for p<0.001.
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G Breakdown of Results on Individual Language Pairs

G.1 Results for English-Swahili (en-sw) on FLORES200 test dataset

|
§ = § i 0
2 X O & &« <
m = = Q x| .‘:‘ = =
T o 2 £ = E : g 2 2 5
5 % > 4 2 ¥ ¥ ¥ F 3 358 + 9
5 0 2 2 @ 3 T & 8 © 32 I =
=3 3 g g 52 2 2 38 £ E 4 z & % % &
MBR/QE Method = = = = 3 O O O O < < m = 5 5 2 =
Greedy 1.70 128 837 850 846 732 838 860 857 769 775 863 650 62.6 349 51.7
MetricX 0.598% 0.477% | 88.9% 9.0 85.9 76.3% 83.0% E 24.4% 61.1*
MetricX-QE 0.811% 0.293% 84 7% [EEFE 86.6% 75.3% 82.7% . 23.8%
XCOMET-XXL 1.03% 0.698% 94.2: 89.1% b 76945 83.5% E 25.6%
XCOMET-XL 1.08% 0.788% 89.9% 92.4i% 83.7% 4% 26.1%
CometKiwi23-XXL 0.784% 90.6:% 76.6% 83.5% 25.6%
CometKiwi23-XL 90.2% 83.7% E 26.4%
CometKiwi22 87.3% BN 7:!: JL0Y 83.74 25.8%
COMET22 y 78.5% LRk 30.2%
AfriCOMET 0.769% 88. 85.75 JEI%ET 90.0% | 80.7: QY 84.2% 27.5%
AfriCOMET-QE 4 85.1f 853 . J . 83.3% 74.6% 82.9% : 23.5%
BLEURT 137+ 1.05% 86.3% 86.9% 87.3% 75.0% 84.8% 86.2 82.9% 84.0% 25.8%
YiSi 1.62 126 842 853 849 734 839 86.2% 857 769 CH 86.9:% 35.1
chrF 157T 1.23 84.7f 85.71 85.5% 74.0% 84.1* 86.5% 86. 23; 77. 33; 78.3% 34.3*
chrF++ 84.8% 85.8f 85. 84.1* 86.5% 78.4% 34.7
sentBLEU 839 86.1 77.6 35.8F
TER = 83.6* 185.8 71.3
rankAvg:all 1.01% - 89.8% 89.7% : 77.1% 85.9% 87.5%
rankAvg:qe 0.893% 90.3: 89.8% 78.3% 86.5% 26.2%
rankAvg:top 0.781: 4% 92.2% 90.9% T 78.4% 85.8% BNk t 26.7%
rankAvg:topQe 0.900% 5% 90.7f 89.8% 78.7% 1 85. 7% KX 25.7%
rankAvg:mxmxqge 0.638% ey R 87.4% 85.8 t 24.4%
rankAvg:noLex 0.899: 91.2% 90.5% 77.7% 86.2% 87.5%
rankAvg:noNC 1.06% 87.4%
rankAvg:noNCnoLex NIEJEE> 89.2: 89.0% 76.5% 85.7% 87.6%
allQE(32)allMBR 0.992:% 90.2% 89.8% 77.1% 85.8% 87.4%
allQE(32)nolexMBR  [MUEJI%ES 91.2% 90.6% 77.5% 86.0% 87.5%
topQE(32)topMBR 0.761 52% 92.4% 90.9% t 77.7% 85.7:}:
noncQE(32)noncMBR JIR}:5 88.7% 88.7% 87.3%
noncQE(32)noncnolexMBR UG RES : 89.3% 89.1% 76.5% 85.7f 87.5%
mxQE(32)mxMBR 0.628% 89.2% 85.03% 86.0 5% 83.2
ckQE(32)xcMBR 1.05% 94.0; | 89.1% 91.8% | 76.6% 83.6%
mxQE(32)xcMBR 0.928% 93.63% | 89.0% 76.5% T7.0% 83.5%
ckQE(32)mxMBR 0.657+% 0.499% ' 90.0% 76.8% 83.4%

Table 11: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2" block), on en-sw (FLORES200 test dataset). Higher scores are better, except MetricX, MetricX-QE, and
TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant
differences from greedy (pairwise t-test) indicated by * for p<0.05, 7 for p<0.01, & for p<0.001. The green diagonal
in the 1% block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.2 Results for English-Hausa (en-ha) on FLORES200 test dataset

-

2 S

& _1 = > o

g >~ — n n I =4

g % X ¢ ¢ ¢ o &5 &

S . & & . ) ) N o)

£ x % 8 @ g g g £ Z2 Z E , B

g g =2 =2 3 3B B &8 § g B I =

s : 5 2 g £ & : 3 X z T gz & ¥ % &
MBR/QE Method = = = 3 3 O O O O < < /m = 5 S 2 E
Greedy 231 146 747 703 799 662 60.1 815 793 723 841 795 525 498 213 659
MetricX ETCREER 76.7¢ 70.5 [82.8% 67.5% 60.0 81.5 8133 ¥ YRS 14.3; 80.2%
MetricX-QE 1.19%  0.278; LY 69:6 K XA IARL 59.5 ; 80.0+ 76.9% 46.6}
XCOMET-XXL 87.5; lRXFA 86.9% . . 82063 77.7: 48.6%
XCOMET-XL 80193 80.63 |85:1F 71. . CRWAd 77.8% 48.8%

CometKiwi23-XXL 82.2:5 pX k3 90.2: [ 70. . o 81.8% 77.6% 48.0%

CometKiwi23-XL 1.99% 1.12% 78.5% [k wi ko Bk R J XA/ kS 82.0% 77.71 48.3%
CometKiwi22 2.55F O LSTE 73.5% 69.07 1WA g 4.8% O* RNk 81.6% 77.5% 47.5%

COMET?22 1.94% 1.14% 77.7% 72.4% X g 78.4% 50.0%
AfriCOMET 77.8% 71.3* 83.2% d ; 5.4% 77.5% 81.8% 77.8% 48.9%
AfriCOMET-QE 1.93% 1.07% 81.3%f 66.5 0% 80.3% 78.9% 76.8% 46.6%

BLEURT 2.10% 1.34*% 75.8*% 71.2* 81.3% 67.5% J VRNEY 89.8+ | 78.3% 49.9%

YiSi 1.46 WANES SPi C 662 605 817 79.1 725 83.6 RiIKks

chrF 2.30 1.40 747 | &0 80.3 67.0f 60.6* 82.1% 80.0f 73.5% 84.3

chrF++ 2.34 143 744 699 80.2

sentBLEU 2.36 1.50 | 73.67| 69.8 78.8% : ; X 79.6 523 . . 5
TER 2.66% 1.69% 72.8% 68.8% 77.3% 64.4% 6% 71.3+ PS2:9: LK 48.8% 21.1 JOKE
rankAvg:all 0.782% 4 . 757 85.7¢ 79.3 51.9%

rankAvg:qe 0.581% . b 77.5% 82.8% 77.7%

rankAvg:top 0.524% vEd 62. 76.3% LR R 77.8%

rankAvg:topQe 0.491% g L T 82.5% 77.6%

rankAvg:mxmxqe 0.336% g ) 76.1% 81.1% 77.0%

rankAvg:noLex 0.657+ 82.8% J 76.9% 78.7%

rankAvg:noNC 0.736% . d 76.2%

rankAvg:noNCnoLex 0.625% 5 . 77.2%

allQE(32)allMBR 0.802% 82.0% 76.1% ! 5

allQE(32)nolexMBR 0.715% 83.4% 76.9% . 5 76.6:% 78.6% 50.5% 47.6%
topQE(32)topMBR 0.595% 84.6% 78.0% 6% . 76.1% 77.8% 49.1% 46.1%
noncQE(32)noncMBR 0.704% 4 d 76.5% 79.0% 51.5% 48.5%
noncQE(32)noncnolexMBR 0.653 o 76.9% 78.8% 50.6% 47.6%
mxQE(32)mxMBR (VYRS 76,71 70.7 82.8% J : 76.1:% 77.1% 47.7% 44.5%
ckQE(32)xcMBR 0.865: 2% . 77.7+ 48.6% 45.5%
mxQE(32)xcMBR 0.613: . 77.6% 48.5% 45.3%
ckQE(32)mxMBR 0.516:% ypRIA 86.6% . 76.3:% 77.3% 48.0% 44.9% 14.7%

Table 12: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2" block), on en-ha (FLORES200 test dataset). Higher scores are better, except MetricX, MetricX-QE, and
TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant
differences from greedy (pairwise t-test) indicated by * for p<0.05, 1 for p<0.01, £ for p<0.001. The green diagonal
in the 1% block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.3 Results for English-Igbo (en-ig) on FLORES200 test dataset

—
2 I —
= - » ~ m
E I = h h I <
m <oox g g g2 4 B g
B < E E Z 2 2 IS = = —~ )
2% % 2 ¥ ¥ £ 3 38 = + 9
£ 2 z &z T T T £ g g B r oz
= 38 3 © 9 & § § B3 E E 3§ B & & & &
MBR/QE Method = = = 53 53 O O O O < < /m = 5 S 2 E
Greedy 373 2,67 273 198 169 16.8 302 721 689 664 335 783 427 407 15. 2 74.2
MetricX KL RIEEI WA R 18.05 17.8% 30.3 8. . 5 8. 2,
MetricX-QE 5 (IR WA LRI 174 17.7% 30.6*
XCOMET-XXL 5 355:{: RIWEA 21.0% 20.3% 18.9% 32.1%
XCOMET-XL . 5.12% pX%WEd 20.0: 19.6% 33.1%
CometKiwi23-XXL 08% 4.17% 26.4% Bl 36.6:% 32.3%
CometKiwi23-XL I 3.99% 26.21 AN R 32.6%
CometKiwi22 A3% 4.33%  26.7F 4 }
COMET22 5 3.80%
AfriCOMET 5 2.26% L5
AfriCOMET-QE
BLEURT
YiSi . 4 H .
chrF J d . 5 '§ g g X A . 78 5*
chrF++ o . . . ! . b ¥ . 5
sentBLEU d d . I b . I . 34.67 783
TER J b b b . . . G 34.8% 782
rankAvg:all 34.81 78.5%
rankAvg:qe b . o g 5 5 2% 29.5% 76.9%
rankAvg:top . d 5 . d K . 31.6% 77.4%
rankAvg:topQe b 3 . y § o 4 Xid 2945 76.8%
rankAvg:mxmxqge 83%  1.03% . 2% d d . . g 29.5% 77.3%

rankAvg:noLex 28.8% 21.2% . . A 34.1 783 427 40.5 14.8

rankAvg:noNC 28.0% 19.7 34.67 ' 78.6% 154 734
rankAvg:noNCnoLex 27.7# [NEEN 17.9% 18.0% 30.7i; 34.6% 78.61 429 40.7 14.7% 749
allQE(32)allIMBR 28.6% 20.9% 21.9% 20.4% 32.5% 343 783 429 40.8 15.1 733
allQE(32)nolexMBR 28.8% 21.3% 22.1% 20.3% 32.5% 34.6* 783 427 40.5 14.7% 73.6
topQE(32)topMBR X 1.80% 22.3% 23.5% 21.5% 32.6% 32.3F 77.6:{: 41.3% 39.1% 13.7+ peE%
noncQE(32)noncMBR |74 (5 27.8F 19.7 34.2  78.6F 41.3% 15.1 739
noncQE(32)noncnolexMBR . Nl 27.9F 343 78.5% 43.0 40.8 14.6* d
mxQE(32)mxMBR . 1.24% 26.7% 19.07 @t d K . J 54 29.4% 77.3% 40.9% 38.8% 13.0:%
ckQE(32)xcMBR 4 3.53% 30.4: AN i . . . i 0F 3023 77.2% 39.8% 37.7% 12.7%
mxQE(32)xcMBR ' RIS 21. 4 b d . ] 34 31.6% 77.7% 41.0% 38.8% 13.3%
ckQE(32)mxMBR A1: 1.56%  27.0 194 I N d . x4 29.0% 77.1% 40.7% 38.5% 12.7%

Table 13: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2" block), on en-ig (FLORES200 test dataset). Higher scores are better, except MetricX, MetricX-QE, and
TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant
differences from greedy (pairwise t-test) indicated by * for p<0.05, 1 for p<0.01, % for p<0.001. The green diagonal
in the 1% block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.4 Results for English-Somali (en-so) on FLORES200 test dataset

Evaluated Metric

MetricX

MBR/QE Method
Greedy

MetricX
MetricX-QE
XCOMET-XXL
XCOMET-XL
CometKiwi23-XXL
CometKiwi23-XL
CometKiwi22
COMET?22
AfriCOMET
AfriCOMET-QE
BLEURT

YiSi

chrF

chrF++

sentBLEU

TER

2.66

1.34%
1.69%
1.82%

rankAvg:all
rankAvg:qe
rankAvg:top
rankAvg:topQe
rankAvg:mxmxqe
rankAvg:noLex
rankAvg:noNC
rankAvg:noNCnoLex
allQE(32)allMBR
allQE(32)nolexMBR
topQE(32)topMBR
noncQE(32)noncMBR
noncQE(32)noncnolexMBR
mxQE(32)mxMBR
ckQE(32)xcMBR
mxQE(32)xcMBR
ckQE(32)mxMBR

0.996%

—

>

- >

X< = h

m > > q

S & § &

S 2 5 %

s o o £

p= 3 3 O

1.89 679 66.0 783
63

D
o
o
-

69.37 67.37
68.4 67.5F%
68.0
68.2 664
68.5 66.5
7.9 IS

%6517

0.909::
0.724% | 74.9%
0.658% 77.7% 75.6%
0.623% | 75.8% 74.0%
E 718 6945
0.786% 76.8% 74.7%
0.928:
0.764%
0.903::
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0.974% 80.4% [ 72.2% 88.0%
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88.6%

87.1%

74.4%
76.1%
77.4%
78.4%

85.1%
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68.47 [ 81.7%
73.0% IR
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68.2% 71.0% 81.5%
66.4* 70.5% 81.3%
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66.9% 70.4* 81.4%
69.8 ]
69.8 80.5
71.4% 83.1%
72.7% 76.4% 82.9%

73.1% ppAra 82.7%
73.4+ QpRxd 82.6%
70.71  81.9%

72.3+ | 75.0% 83.3%
72.3% R IRk
70.5% jpAka 83.3%
d 73.2% RA kS
73.5% Rk

72.3% RX(kx
70.7+ Bpks 83.3%
70.5%  81.9%

JAsES 71.1% | 82.1%

109.§
110.%
111.%
110.%
110.%
109.*
111.%
4 110.%
108.

A% 11403 77.37F
. 78.5: BEEEA 76.61 -

77.6 467 42.2 pUNA
: 793’{ 114:}: 7741‘ 462*

78.8%

78.65 WU BA 76.41%

: 39.6%

44.4%

41.5%
: 40.2% 9.68%

41.6%
39.6#

9.95%
9.03%
9.26%
9.40%
8.90%

39.9:%
39.8%

Table 14: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2" block), on en-so (FLORES200 test dataset). Higher scores are better, except MetricX, MetricX-QE, and
TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant
differences from greedy (pairwise t-test) indicated by * for p<0.05, 1 for p<0.01, % for p<0.001. The green diagonal
in the 1% block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.5 Results for English-Hindi (en-hi) on FLORES200 test dataset

%] = =
& = gj X
S >< — Cfl'i cfl'i N =
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g 3 g = =2 T 3 3T & g 5 I =
3 £ 9 8§ £ F £ BB 2 %oz &g ot §o#
MBR/QE Method = = = 53 53 ) ) ) O = m = 5 5 2 E
Greedy 0815 0455 849 759 775 687 855 824 805 743 866 598 57.8 329 514
MetricX £ 0.0928% 92.1% 86.0:% A1 RN E 48.7+ 21.5%
MetricX-QE ! 0.0413% 85.6 20 7%
XCOMET-XXL L £ 0.158:% . . 6% ] 8% 83.0% 49.8% 47.6% 20.8%
XCOMET-XL ! 0.176:% 4 b d . H 8 52. 2% 23.5%
CometKiwi23-XXL 5 0.195:% 74 4.3 . I h 2% 0% 8t 23.8%
CometKiwi23-XL 0.238: b y ] b 5 b 9% 23.8%
CometKiwi22 0.202:% A I 6% d . g 3.9+ SE 4% 23.2%
COMET22 0.244:% b 4 4, . 4 d : 0% 28.9%
IndicCOMET 0.641% 0.306: 88.7+% 78.4% 77.8 ’ f d 5.4% i 4% 53.7% St 24.8%
BLEURT _ 89.1% 80.1% 79.0% 69. A% 81.23% LY i ! St 28.3%
YiSi 0.772* 0.403F 85.7% 764 77.9*% 4 4 4 80.6
chrF 0.746% 0.397% 85.91 76.6* 78.0% 69. d 9% 80.8%*
chrF++ 0.752% 0.404% 85.9% 76.6F 78.0%
sentBLEU 0.779 0.419* 85.2
TER 0.803 0431 854
rankAvg:all 0477+ 0.175% g 2% q
rankAvg:qe 0.442% 0.0972:% d 83 1+ 82.5% d 83.0% 81.4%
rankAvg:top 0.349% 0.0980% 94.2% 85.0% 82.3% 71.7% 82.9% 81.5%
rankAvg:topQe 0.442% 0.0875:% A% 82.6% 82.9% 72.2% Lk 82.7*% 81.2%
rankAvg:mxmxqge 0.257% 0.0579:% | 92. 82.07 IR
rankAvg:noLex 0.420% 0.141% 8t 83.7% 81.5% 71.2% 86.8% 83.9%
rankAvg:noNC 0.491% 0.186% 79.5% 69.8% 83.8%
rankAvg:noNCnoLex NUERY SN V75 b 81.7:{: 86.5% 84.0% 83.0i
allQE(32)alIMBR 0.464% 0.171% 6% 82.7% 80.8% 86.7+ 83.7%
allQE(32)nolexMBR  HIK 55 BN V1% 6% 83.8% 81.1% 86.8% 83.8:% ’
topQE(32)topMBR 0.323% 0.110% 94.7% 85.74 | 81.3% Wskd 82.81 81.5% 742
noncQE(32)noncMBR RIE Z TN P4 & 4 79.4% 69.8:% SRk 82.4% 75.1%
noncQE(32)noncnolexMBR  JUURE Lo 8 (11X 8 82.2% 79.61: 69.91: 86.5% 83.6% 75.113
mxQE(32)mxMBR 0.266% 0.0795:% : ] .3
ckQE(32)xcMBR 0.445% 0.157% 4 5 I b
mxQE(32)xcMBR 0.412% 0.104% 9% 685 Wk 80.5 AKX
ckQE(32)mxMBR 0.282% 0.0967+ 92.8% 82.7% 8l. 7:&: 70.0: 82.5 81.0F

Table 15: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2" block), on en-hi (FLORES200 test dataset). Higher scores are better, except MetricX, MetricX-QE, and
TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant
differences from greedy (pairwise t-test) indicated by * for p<0.05, § for p<0.01, £ for p<0.001. The green diagonal
in the 1% block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.6 Results for English-Tamil (en-ta) on FLORES200 test dataset

%] = =
= = gi X
= s 02 4 & 8 =
o S E E E E E N % o)
2 x = B B g g ¥ & 5 E . E
g e = = BT 3 B 8 O 3 I =z
5 E 5 ) o) g g g = ] ) = 3 = = ©
> &) @] 1) 1) 1) o 3 = 2] = = = s
MBR/QE Method = = = > > O O O O /M > S S 2 =
Greedy 0.789 0.491 80.6 659 834 766 86.7 902 719 80.9 837 602 544 176 734
MetricX (PFEROR O AF 67.9% 85.5% 77.6& 86.8 90.2 721 82.1:% JE(IX : 1.
MetricX-QE 52z AN ZRYxS 84.1% JREY 84.4: 76.7 | 86.7 81.0
XCOMET-XXL 0.442% 0.185% 93.6:£ vk 77.9% 87.0F 90.3 72.0 82.1%
XCOMET-XL 0.471% 0.225% 87.4% 76.7% 87.3% 90.6% 72.6% 82.5%
CometKiwi23-XXL  [IELPESNIPA EEEE RS 69.4+ JEINEY /L) 90.6% 72.3* 82.4%
CometKiwi23-XL 0.256% X 87.2% 82. 90.6% 72.1 82.8%
CometKiwi22 5 I %k 83.9% 68.0:+ il 90.8% 72.41 81.6%
COMET22 X Uik 84.8% 69.3% d NEd 73.7% 82.7%
IndicCOMET 4 5 82.3% 66.4 I . b L 82.1:%
BLEURT ! 2 82.2: IR
YiSi 4 X 80.9 66.3
chrF I X 80.9 66.3
chrF++ I ! 80.9 66.2
sentBLEU A g 804 66.0
TER 0.835 0.495 * ’
rankAvg:all 0.419% 0.175% | 87.2%
rankAvg:qe 0.388% 0.105% | 87.8%
rankAvg:top 0.321% 0.0985% 90.8%
rankAvg:topQe 0.385% 0.0913: 88.4%
rankAvg:mxmxqe 0.229% 0.0563: | 87.4% K H g
rankAvg:noLex 0.368% 0.136: 88.8% 72.5% 88.1% 80.2%
rankAvg:noNC 0.441% 0.181%

rankAvg:noNCnoLex RIURITToMN 8 Kk

allQE(32)allIMBR 0.414% 0.184% 87.6% 71.3% 87.3% 79.6%
allQE(32)nolexMBR USRS N K53 A1 Bofoly RS 8 ol O
topQE(32)topMBR 0.308% 0.121% 91.0% 73.6% 88.1% 79.8%
noncQE(32)noncMBR NURELGNI 8 KE 3 69.1%
noncQE(32)noncnolexMBR 0.343% 0.117% 86.8:2'1 69.9:}3 86.7i
mxQE(32)mxMBR (PRI XL REE 7/ ok 68.2% 85.7% 77.8% 86.9*
ckQE(32)xcMBR 0.432% 0.176% 93.2:% WSEFEA 88.3:: Brf vkl Rk
mxQE(32)xcMBR 0.387% 0.115% 93.2: N3 RZES 86.9:5 Rk 78 k>
ckQE(32)mxMBR 0.254% 0.102% | 88.2% M3 X 54 88.0: 87.3%

Table 16: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2" block), on en-ta (FLORES200 test dataset). Higher scores are better, except MetricX, MetricX-QE, and
TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant
differences from greedy (pairwise t-test) indicated by * for p<0.05, § for p<0.01, £ for p<0.001. The green diagonal
in the 1% block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.7 Results for English-Gujarati (en-gu) on FLORES200 test dataset
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53 3 8§ g 5 £ 53 % 3oz & oz %o
MBR/QE Method R = = X X O © © O & m * ©§ B8 2 E
Greedy 0794 0263 943 862 762 69.1 877 89.1 952 832 847 549 517 218 650
MetricX 1963 0.032 : S OEE 877 891 953  84.0% XX FEIETIRTY
MetricX-QE ECRE] 0.00737: JEERY 84.13 73.5% 67.0: 87.2% 88.0% 93.6% 81.8% 813 :
XCOMET-XXL (SUE TR 87.45 77.6% [0 75 94.3: JSBISY 51.5% 46.5%
XCOMET-XL 0.468% 0.0935% J96:5% 92.9; [LRERET LI "8 21 S5t 952 84.4% EYNERFURE:
CometKiwi23-XXL | 0.609% [ EE: K3 86.2% BN 94.87 JEEKY 8261 49.2%

CometKiwi23-XL 0.7131 0. 5 g 3 8 b 81| 94.31 82.7% 82.3% 48.3%

CometKiwi22 0.631% 1 o 3 b 70.8:{: LPRE 89.6+ 95.4% 83.6% RyAial ik

COMET22 0.578% J 5 b NEY 96.5+ 84.2% LRRGE I

IndicCOMET 0.745 5 5 45 RNy 82.8% 49.5%

BLEURT 0.608: 0168:{: 94.9 87.3% 77.0*% 692 87. 9:!: NECANE 88.0:+ 82.3% 48.1%

YiSi 0762 0252 943 864 77.6% 69.9% 87.8 89.5% }

chrF 0.772 77.4% 70.2% 87.8 89.4% ) 21.2* 66.9%
chrF++ 0.767 L 6 ! 4% 70.2% 87.8 89.4% 95.4* 83.6F e 215  66.7%
sentBLEU .813 0.290  94. : . 87.5F 847 54.4%

TER .82 0.298 4. 5 g 67.6% 87.4% K VA 84.5% 53.6%
rankAvg:all 0.449% 0.0762% 96.7:% I JREZ 88.6% REH 96.7% 84.9% 84.6 54.2%
rankAvg:qe 0.466% 0.0402: | 96.4% A 71 73.8% 88.9:% 95.6% 83.9: FLRN| AN DR K
rankAvg:top 0.346% 0.0339% 97.4% Nk b 73. 3i A 95.7+ 84.4% FLRE B | Kok
rankAvg:topQe 0.487% 0.03133 | 96.4% 3 K 95.1 83.5 YR Nk
rankAvg:mxmxqe 0.201% 0.0128: 68 5* 87.7 ORI Xkd 81.8: 47.8% 44
rankAvg:noLex 0.397% 0.0527+ 97.0% 90 6% 82. 212 72.6% 88.7% B 84.1% 52.6%
rankAvg:noNC 0.467% 0.0805% i 96.7+ 84.9% 84.6 54.3t
rankAvg:noNCnoLex USR] kA K| FREK 79.1% 70.4% 88.3% L ek ks 84.4%
allQE(32)allIMBR 0.450% 0.0803% 96.7+ 90.1% 81.4:% 88.6% L 96.6: 84.9% 84.57 54.0%
FINO)SEPH NS 0.384% 0.0615% 97.2% 90.9:% "S1.6% 88.6% 3% 85.5% 84.0f 52.7%
topQE(32)topMBR 0.312% 0.0438% 97.7% 91.5% 81.8% 89.7% 95.7% 84.6% FIE ANk
noncQE(32)noncMBR [ bzl X1 71153 ! 7% 69.9% 88.21:
noncQE(32)noncnolexMBR USRI Eoll | NI R 1 5 70.2% 88.3:{: 90.1% 83.7% 51.6%
mxQE(32)mxMBR 0.217% 0.0204% b (e 87.7  89.1  95.1  83.9% R KA iR
ckQE(32)xcMBR 0.0946% 2% 5 70.0% 88.0%f 89.1 [NEWET 83.4 BRI H
mxQE(32)xcMBR 0.455% 0.0397:% 3 d . 68.3: BRYNE 88.8% 94.5: ERRWA 81.7% 46.
ckQE(32)mxMBR 0.244%  0.0348:% 5 5 70.8% 88.2% 89.5% 95.5% 84.4% BTN LRSIV

Table 17: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2" block), on en-gu (FLORES200 test dataset). Higher scores are better, except MetricX, MetricX-QE, and
TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant
differences from greedy (pairwise t-test) indicated by * for p<0.05, § for p<0.01, £ for p<0.001. The green diagonal
in the 1% block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.8 Results for English-Malayalam (en-ml) on FLORES200 test dataset
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MBR/QE Method = = = 53 53 ) ) ) O = m = 5 5 2 E
Greedy 0.849 0393 917 836 826 77.1 869 885 943 809 824 565 509 159 749
MetricX 0.245% 0.0652% | 95.8% LRk 77.8% 86.9 89.0f 94.5 79.4% 50.4% 44.3% k
MetricX-QE 0.0197i 82.5F ! .45 87.7% 92.8% 78.8% 48.2% 42.2%
XCOMET-XXL 5 0.150% 98.5: ETRE g . . b 79.7% 50.6% 44.5%
XCOMET-XL ! 0.129% 96.0% 91.9: 4 LIEEY 95,05 80.7% 52.6% 46.7%
CometKiwi23-XXL 5 0.134% 96.5:% 3% b Vi 89.5% 94.6 80.6% 51.8% 45.8%
CometKiwi23-XL 0.165% | 95.0% 88.9: f d Vs 89.5% 94.5 NEd 80.5% 52.1% 46.1%
CometKiwi22 4 0.208: 9% n kd 80.7% 52.0% 46.1%
COMET22 2 0.181: 9% 91. Y 81.7:1: 49.0:
IndicCOMET 0.295F 92.3 83.7 . . 89.5% LN Ex K34 80.5% 52.0% 45.9%
BLEURT 93.3% 84.8% 84.0% 77.8% 87.4% 89.2% 94.3 0% 79.9% 50.9% 44.7% 9.
YiSi b 0.332*% 92,1 84.1 83.5% 77.7% 87.3% 89.5% 95.1% 81.9% ERMIA </l ks S|k
chrF 0.348 BEIW) g b St 87.2% 89.5% 95.1% 81.9:% FLRNUARTN BRECYX S
chrF++ | 0.384 BARE) d b . 2% 89.4% 94.8% 81.9:% [t B NN YR 2
sentBLEU 0.877 ; 91.1* 83. NE NE 8 89.0f 944 81.1 82.7% 56.8 51.5
TER 0914 454 91.1%* T* 9% 75.9% Pl 88.5 94.1 82.4  55.5% 50.2*
rankAvg:all 0.424% 0.114% q 5 5 .51 826 57.1 512
rankAvg:qe 0.435% 0.0638: b A% .63 E90.1:4% BUEEER CRIES 81.1% 53.3% 47.2%
rankAvg:top 0.345% 0.0578% 5 . 4 VIR ES 95,44 81.0% 53.3% 47.3%
rankAvg:topQe 0.422% 0.0521:% b 4 A% 9% 0% 89.9% WEREANVGES 80.9%: 52.8% 46.7%
rankAvg:mxmxqe 0.264% 0.0280: g b d . 9 89.0% 94.5 81.67 BN ERE] I IREMN Y %13
rankAvg:noLex 0.375% 0.0845: .83 .8 . b REBCTNSAXT XY WA 82.2 55.8 49.7%
rankAvg:noNC 0.464% 0.127% . 90.5:%
rankAvg:noNCnoLex RUREERMIK| L)k
allQE(32)alIMBR 0.413% 0.112% 5 b ! 4 b 90 51: 825 568 509 148:}:
allQE(32)nolexMBR Uy (X271 5 8% 0% b 4 A% 90.63 1 96.9% 84.3:% BN Nl U RS 13,75
topQE(32)topMBR 0.325% 0.0696: . b ! b 89.9% WEREA CREES 80.8% 53.0% 46.9% 12.2:%
noncQE(32)noncMBR NI piaB XI55 (54 5 90.1:{: 14.5%
noncQE(32)noncnolexMBR  JURZL TN X113 k3 5 8 o B 90.4% 96.7+ 84.0% 81.8:}3 54.8:!: 48.8% 13.1%
mxQE(32)mxMBR 0.259% 0.0452:% .9 .65 84.9% 78.0& 87.0 89.0% 94.5 81.8: BLR AN X IANY N B (| N5
ckQE(32)xcMBR 0.487% 0.131% NEd 78.5% 87.5% 89.4% 94.5 81.9:% R{IRERNCH KA LN SN § Wk
mxQE(32)xcMBR 0.453% 0.0756:% A 77.9% 87.2% 89.11 94.1 81.3 RARZR]NTou: ¥ Xisou (| Nk
ckQE(32)mxMBR 0.266% 0.0570:% 96. d d 87.5:!:- CRN PR 80.1% 51.6% 45.4% 11.0% 8

Table 18: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2" block), on en-ml (FLORES200 test dataset). Higher scores are better, except MetricX, MetricX-QE, and
TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant
differences from greedy (pairwise t-test) indicated by * for p<0.05, § for p<0.01, £ for p<0.001. The green diagonal
in the 1% block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.9 Results for English-Vietnamese (en-vi) on FLORES200 test dataset
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MBR/QE Method = = = 3 3 O O O O /M = S 5 2 E
Greedy 1.16  0.555 937 927 91.6 79.6 859 904 76.8 892 62.6 626 427 413
MetricX 4863 0.211% LR 90.2% 75.9% 86.8% 564} 56.2% 32. '
MetricX-QE 4 ! (Wil 89.8% 74.7% 86.4% 5 54.3%
XCOMET-XXL 7554 0. At . 6% W 90.1F 75.4% 86.9% 2% 56.0%
XCOMET-XL b ! | 6 . b Kl 87.6% 57.9% 57.8%
CometKiwi23-XXL : B 0 5 .0 . ! d 87.5% 3% 57.1%
CometKiwi23-XL ! K b . 4 3.6 [ 86.74¢ BN 76.1% 87.4% 57.3% 57.2%
CometKiwi22 : g : 87.65 KN 75.9% 87.3% A% 56.9%
COMET22 X ’ J 91.5: [EFF] 88.6% 60.9% 60.9%
BLEURT 0.923% 0. J 5 75 86.5% 90.7% LEEY 5 (LR S
YiSi 1.08* 86.1% 90.5F 76.8 EIRE b
chrF 1.09 0.531 94. 1* 92.9 92.1F 80.0f 86.0f 90.5 76.7 89.1 41.4% 43.4%
chrF++ 1.09* 0.527* 94.1% 929 92.1% 79.9% 86.0f 90.5 76.7 89.1 41.5% 43.4%
sentBLEU 1.11 0546 939 929 91.7 798 86.0 904 76.8 89.2 . .6 425 413
TER . 0.592*% 936 925 RENVCRERETEE 004 765 89.2 62.1*% 62.2* 425
rankAvg:all 0.759% 0.302% 96. 3% 94.4% 81.7% 86.8% 91.1% 77.8% KXk
rankAvg:qe 0.688% 0.198:% J 5. 95.4% 82.7% 87.3% EINIIN[BN 87.6:%
rankAvg:top 0.608% 0.203% 97.8% 95.9% 95.3% 82.5%| 86.8% EIXMIWE 87.5%
rankAvg:topQe 0.670% 0.185% 2% 95. 95.5% 82.8% | 86.9% BN 76.3% 87.4:%
rankAvg:mxmxge 0.518% 0.144% 96. TEN9R0F I BRI TEE] 90.1F 75.6% 86.7%
rankAvg:noLex 0.680% 0.254% . 5. 94.9% 82.2% 87.0% 91.1% 77.9% 88.6%
rankAvg:noNC 0.795% 0.324% 91.0% 77.9% M
rankAvg:noNCnoLex NN ERaN 9T 58 U1 o ! 91.2% 78.1% E3XI3
allQE(32)allMBR 0.735% 0.287% 96.7% 95.4% 94.6% 81.8% 86.9% 91.0%
allQE(32)nolexMBR  RIK3:3 BN 9113 EARC 5. 81 82.0% 86.9% 91.1% 77.9% 88.6%
topQE(32)topMBR 0.589% 0.220% 97.8% 96.0: 94.9% 82.2%[86.8% JENRIELEN 87.4% 5 N ko
noncQE(32)noncMBR NU¥A W B2 pia g o 91.0: 40.1:!:
noncQE(32)noncnolexMBR UKL M0 % b 0% d 91.1% 77.8% 88.6% 60.9i 60.Si 39.5%
mxQE(32)mxMBR 0.520% 0.177%  96. J ! LLkE 90.2F 75.7% 86.9% 56.4% 56.2% 33.1% 5
ckQE(32)xcMBR 0.739% 0.280% 98.3% 94. 5.2% [ 81.6% RIFFAN00.83" 75.7¢ 87.1% 56.7f 56.6% 34.0%
mxQE(32)xcMBR 0.684% 0.213% 98. g N LW 90.1F 75.6% 87.0% 56.1% 55.9% 33.1%
ckQE(32)mxMBR 0.529% 0.213% 97.1% 95. 4.9% | 81.6% S RNT76:3F 87.2+ 57.3% 57.2% 34.1% 5

Table 19: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2" block), on en-vi (FLORES200 test dataset). Higher scores are better, except MetricX, MetricX-QE, and
TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant
differences from greedy (pairwise t-test) indicated by * for p<0.05, 1 for p<0.01, & for p<0.001. The green diagonal
in the 1% block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.10 Results for English-Hungarian (en-hu) on FLORES200 test dataset
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ERe g 2 2 @ 3 T & 5 Tz
2 N T R TN O
MBR/QE Method R = = 3 X O © O O m = § 5 2
Greedy 0.589 0338 962 94.1 93.7 827 879 909 90.5 846 606 574 267 58.7
MetricX VAKX 97.1% [IX3 81.63% 54.1% 8.
MetricX-QE 0.0166% 96.0 81.1% 52.5%
XCOMET-XXL 0:162%" 99.2:% 96.0% 90.45 KA 81.8% 54.1%
XCOMET-XL 0.140% 97.9% 98.0:% 96.0% . 82.9% 56.3%
CometKiwi23-XXL 0.149% 98.1% 96.1% 97.7% L RERCOR S 83.0% 56.3%
CometKiwi23-XL 0.155% 96.9% 96.3% 91.1 | 92.2: R AN ki
CometKiwi22 0.179% A 91.3% 91.8:% RN AN %
COMET22 (PN 92.21%
BLEURT 90.5% 96.4% 81.3% 53.6% 49.8%
YiSi 91.1% 90.9+ [EERE 61.27F
chrF LW NI 85.1% 62.4% 59.0%
chrF++ W INEd 85.1% 62.1% 58.8%
sentBLEU 90.8 904 84.8% 60.6
TER O EERE 84.6  59.7%
rankAvg:all 0.116% 98.1% 96.4% 88.8% 91.9%
rankAvg:qe 0.0509% | 97.9% 97.1% : 89.2% 83.3% 57.3% 53.8%
rankAvg:top 0.0476% 98.7% 97.1% 91.4% 83.1% 57.1% 53.5%
rankAvg:topQe 0.0397% | 98.1% 97.3% 88.71 A REALPFE 83.0% 56.6% 53.1%
rankAvg:mxmxge 0.0239% [ 90.61 L 25A 81.6% 54.1% 50.3%
rankAvg:noLex 0.0761% 98.5:% 96.8% 86.0% 89.0% 92.0% | 93.7: IR XEIE G
rankAvg:noNC 0.117% 91.8% 85.1% 61.5% 58.3%
rankAvg:noNCnoLex 0.0690: 95.9% 92.0%  93.7% KX
allQE(32)allIMBR 0.119% 98.1% 96.4% 85.6% 88.8% 91.9%
allQE(32)nolexMBR 0.0929% 98.5% 96.7+ 85.8% 88.8% 91.9% 93.7%
topQE(32)topMBR 0.0686% 98.7% 96.7+ 85.7%
noncQE(32)noncMBR 0.0709%
noncQE(32)noncnolexMBR 0.0591:% 95.8% 91.8% 93.6%
mxQE(32)mxMBR 0.0373: [EZR53 83.9% 88.0 |l 92.4%
ckQE(32)xcMBR 0.139%  99.1:% CIXZA 84.5% 88.3% 90.8 92.0%
mxQE(32)xcMBR 0.0600% 98.9:% Uk 83.8% 88.0 [RLEER 91.4%
ckQE(32)mxMBR 0.0554% 198.0% 96.3% 88.3% 91.0

Table 20: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2" block), on en-hu (FLORES200 test dataset). Higher scores are better, except MetricX, MetricX-QE, and
TER, where lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant
differences from greedy (pairwise t-test) indicated by * for p<0.05, 1 for p<0.01, & for p<0.001. The green diagonal
in the 1% block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.11 Results for English-German (en-de) on WMT2023 dataset
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5 5 5 8 F P2 2 oz 5 % Fog
MBR/QE Method B = = X X © O O O m ~ 5 5 g E
Greedy 1.24 142 90.1 872 79.6 707 813 856 735 879 70.1 682 454 42.1
MetricX 71% 9 LA 704 80.1% 83.9%| 73.2 82.2% 9% 55.9% 27.4% 63.4%
MetricX-QE 30 YAV 70.3 80.3% 83.7% 72.8*% 82.2% JdE 26.3% 64.8%
XCOMET-XXL A 88.3% 81.6% 71.67 BtIUTAR.7 NI R . R N kX s 0% 29.8% 60.3%
XCOMET-XL [T 81.1:% Il 84.5% 1 73.3 83.8% 4% 31.3% 59.0%
CometKiwi23-XXL (W Ed 85.5% IRl 85.1% 73.2 84.9% 9% 34.0% 54.7%
CometKiwi23-XL 1.05% 1.15% 91.5% FIAER PR ENEY 81.9% LEDEH 73.5 REKE 3% 34.5% 55.3%
CometKiwi22 1.11%  1.20% 91.0% 88.0% 81.5% 72.3% [EREEY 85.5 WIEEN Chik 2% 35.8% 52.7%
COMET22 1.01% 1.237 91.4% 88.1% 80.6% 71.37 81.6* YK 74.7+ {7 % 0% 39.7% 47.3%
BLEURT 0.874% 91.5% 88.2% 80.8% 71.4% 81.3 85.4 RgEI TR 31 34.0%

YiSi L 143 90.1 872 81.1 857 73.8 9 443* 424
chrF 122 142 | 90.1 79.7 710 814 858 738 877 43.3% 44.7%
chrF++ 123 142 902 873 79.7 709 813 857 738 87.7 44.07 43.7+1
sentBLEU 87.2 PEENREITHIE 855 73.6 87.8 . .8 449 422
TER 90.0 BEYPA 78.6: 69.8: | 80.7: "85.0F 87.21 68.5% 66.5% 44.07 JEIEA
rankAvg:all d 92.2% 89.1% GRS 86.3% 75.44% A K

rankAvg:qe 0.868:: 92.3% 83.9% 74.1% 82.6: PERKRWLY

rankAvg:top 0.762: 93.3: 89.7% 83.3% 73.7: [EINE 852 WL

rankAvg:topQe 0.798% 0.738%  92.5% 88.9% 84.1% 74.3:% iR 85.2% ErN()

rankAvg:mxmxqe 0.6163 0.633: 80.23 83.8%| 73.2

rankAvg:noLex 0.873% 0.964% 92.7+ 89.4+ 82.8% 73.2% 75.6%

rankAvg:noNC 80.6% 71.5%

rankAvg:noNCnoLex [IEEGA LAY k> L M Wk I g 86.3% 75.74 86.5% 67.2% i
allQE(32)allMBR 92:23 f 86.8% 68.0% 65.7%
allQE(32)nolexMBR IR & 92.8% X 75.6% 86.2%f 66.5% 64.2%
topQE(32)topMBR 0.739% 0.828% 93.6% TN 85.0% WZXREN 84.21 62.7% 60.0:%
noncQE(32)noncMBR RPN 94 81.0+ 71.4% 81. RICN 720k 86.3% 66.6% 64.2%
noncQE(32)noncnolexMBR  [MUSFZ BN | RIRV &> 81.1% 71.6% d 85.6% 65.1% 62.5%
mxQE(32)mxMBR 0.552% 0.666% 80.0 [Tl 2% 83.9% BU33N 82.5% 59.2% 56.1%
ckQE(32)xcMBR 83.4:%: p i3 . 83.9% 61.7% 59.1%
mxQE(32)xcMBR 0.810% 0.826% 81.6% 71.47 83.3% 60.2% 57.4%
ckQE(32)mxMBR (XP2E Nl 88.4% JERNE] 71.9% 81.2 83.6: 61.3% 58.5%

Table 21: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2™ block), on en-de (WMT2023 dataset). Higher scores are better, except MetricX, MetricX-QE, and TER, where
lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant differences
from greedy (pairwise t-test) indicated by * for p<0.05, 1 for p<0.01, f for p<0.001. The green diagonal in the 1%
block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.12 Results for German-English (de-en) on WMT2023 dataset
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MBR/QE Method & = = X %X O © O O @m » B % g F
Greedy 200 1.82 873 89.0 765 684 793 854 747 888 681 665 460 39.5
MetricX 314 ARV 78.71 83.9% 72.0% 83.8% 58.9% 56.7% 31.2%
MetricX-QE .839:% 4 69.3*% 79.3 RZREANPIIEE.]
XCOMET-XXL 1.71* 1.70 4 69.6% 79.4 RKINii 85.0%
XCOMET-XL 1.64 7A00E7 80.01 85.1 .0 86.4%
CometKiwi23-XXL | 1.72% 1.53% 5 84.9% 73.3% 86.4%
CometKiwi23-XL 1.83  1.66* ’ 73.6% {XEY 84.5% 72.8% 86.0%
CometKiwi22 1.88 1.65* 88.8% 89. 5 81850 73.7F 86.3:
COMET22 1.84 175 | 89.3% 89.81 77.8% 69.1% 79.71 LA 75.1 |1k
BLEURT [1.66% 1.56% 89.2% 89.9% 78.0% 69.2% 79.8% | iifi LXE] 88.0%
YiSi 198 1.77 88.0* 89.4 77.5% 68.9% 79.5 89.3F
chrF 191 1.80 88.1* 893 77.7f 69.0f 79.5% 85.6 75.0
chrF++ 1.80 69.0F 79.5 85.7% 752
sentBLEU . 1.79 d . 9 68.7 793 854 75.1
TER .46 2 67.7F 78.6% 83.5%[73.5%
rankAvg:all . 70.3% 80.1:% [LEEETALES
rankAvg:qe c 1.17%  90.9% IR PR I 856 74.6
rankAvg:top 4 1.26% 91.8% 91.2% 81.0% 71.4:% BTN EEERCIN /]
rankAvg:topQe 4 1.09+ 1 90.8% 90.7% 81.9% 72.3i% 854 | L
rankAvg:mxmxqe 36+ 1.14+ 79.1 84.2% 72.4%
rankAvg:noLex 91.2% 90.9% 80.2% 70.9% 86.0* 76.0%
rankAvg:noNC . 78.1% 69.3% A 75.7%
rankAvg:noNCnoLex 78.4% 69.5% 79. 85.8 75.8%
allQE(32)allMBR 0% 75.9%
allQE(32)nolexMBR . A7 76,054
topQE(32)topMBR
noncQE(32)noncMBR
noncQE(32)noncnolexMBR
mxQE(32)mxMBR
ckQE(32)xcMBR
mxQE(32)xcMBR g b 8
ckQE(32)mxMBR 25% yLx3d 85.0 | 73.8

Table 22: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2™ block), on de-en (WMT2023 dataset). Higher scores are better, except MetricX, MetricX-QE, and TER, where
lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant differences
from greedy (pairwise t-test) indicated by * for p<0.05, 1 for p<0.01, f for p<0.001. The green diagonal in the 1%
block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.13 Results for English-Chinese (en-zh) on WMT2023 dataset
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MBR/QE Method = = = 3 3 O O O O /M = S 5 2 E
Greedy 1.36 1.24 894 859 755 70.1 802 87.0 733 88.0 469 41.0 116 97.1
MetricX 0.682: 0.711%}92.8 b 2y 86.3% 71.1% 83.9% 33.2% g 3 2.%
MetricX-QE 0.827% 0.553 B 85.6% 70.0% 83.5%
XCOMET-XXL 0.925% 0.8: 96.2% N o . 86.5% 70.9% 84.4%
XCOMET-XL 0.927% 0. 93.5% 92.3% | 82. . 72.4% 85.2%
CometKiwi23-XXL  FIEALG IR : 93.5% EXKE] 88.4% | 75.3% 86.2% 70.6% 84.5%
CometKiwi23-XL 1.02% 0. 89.1% 83. 91 82.3% 86.4% 70.9% 84.6%
CometKiwi22 0.995% 0. s 03 84.2% IEYAN 71.8% 85.2%
COMET22 I J K 5 CIRIN 74.0: 87.4%
BLEURT J . g b St 81.4% 87.5% [ NF] 87.2%
YiSi . . X b J 0% 80.7% 87.7% 74.2% KRN
chrF . . Y b . 0% 80.7% 87.8% 74.2% iR AW
chrF++ . . X b . 0% 80.7% 87.8% 74.2% RiK A
sentBLEU 2 7i 84.8% 7% 79.9% 86.5% 71.9% 86.9%
TER ) Si 84.3% . 61 79.7% 86.0% 71.7% 86.5%
rankAvg:all 0.931% 0.869% 93. I 4 9% 82.4% 88.6% 75.3% KiLWik
rankAvg:qe 0.853% 0.694% 4 4 2% 2% 83.4% IRy 72.2% 85.1%
rankAvg:top 0.792% 0.698% 94.9% 90.9% 85.8% 76.9% 82.7% Kyl 72.6% 85.2i%
rankAvg:topQe 0.854% 0.673% g I % S5t 82.6% P 86. 71 71.6% 84.7%
rankAvg:mxmxqe 0.712% 0.608% | 93. 4 y 86.3+% 71.1% 83.9%
rankAvg:noLex 0.860% 0.802% 94. b g 5.9% 82.9% 88.5% 75.2% [EIEH
rankAvg:noNC 0.997% b 88.5% 75.4% 88.5%
rankAvg:noNCnoLex KIS AR R Lk 88.6% 75.4% IEEK
allQE(32)allMBR 0.901% 0.841% 93. I 4 2% 82.6% 88.5% 75.0% KyMAi
allQE(32)nolexMBR R3Sl R REARC N 5 4 6% 82.7% 88.5% 3
topQE(32)topMBR 0.778% 0.730% 95.1F% 91.0% 84.8% 76.2% 82.4% [EERE 72:61 85.3%
noncQE(32)noncMBR JUE R W/ b3 Ly A ERETNE 74,55 87.5% |
noncQE(32)noncnolexMBR R4 | iy 1k . . . 5 82.3% 88.2% 87.2%
mxQE(32)mxMBR 0.695% 0.664% 5 5 86.3% 71.2% 84.0%
ckQE(32)xcMBR 0.912% 0.823% 96.0:% 81|75, 86.6% 71.2% 84.5%
mxQE(32)xcMBR 0.860% 0.724% 95. 4 . 86.5% 71.2% 84.4%
ckQE(32)mxMBR 0.723% 0.720% 1 93.5% 2% 74. 86.7*% 71.7% 84.5%

Table 23: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2™ block), on en-zh (WMT2023 dataset). Higher scores are better, except MetricX, MetricX-QE, and TER, where
lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant differences
from greedy (pairwise t-test) indicated by * for p<0.05, 1 for p<0.01, f for p<0.001. The green diagonal in the 1%
block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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G.14 Results for Chinese-English (zh-en) on WMT2023 dataset
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MBR/QE Method & = = X %X © O O O m = S 5 g F
Greedy 219 200 909 88.1 784 703 79.6 827 714 825 550 524 262 65.2
MetricX IE t 93, 89.6% 78.7 70.3 [EE] E 0. 4 i 3 }
MetricX-QE } 89.3% 79.3% 71.0+ 80.0%
XCOMET-XXL 138:{: 96.2:% 80.2% 70.9% 79.7
XCOMET-XL g 1.41% 93.9% 92.4:% RN 80.7+
CometKiwi23-XXL 93.6+
CometKiwi23-XL
CometKiwi22 b
COMET22 1.63% 92.5% 89.6% 79.8% 71.6%
BLEURT 1.60% 92.8% 89.9% 79.9% 71.5%
YiSi . 1.95* 91.21 88.4* 78.9% 70.5
chrF . 2.01 91.1 88.1 78.8F 70.7%
chrF++ . 1.99 91.1* 88.2 78.9% 70.8%
sentBLEU . 201 91.0 83.0 785 702
TER ] 2.11% 5% 87.3% 77.2% 69.2%
rankAvg:all . 1.44% 93.6% 90.5% 0% 73.4% 83.5%
rankAvg:qe g 1163 94.0% 90.9% 83.3% 74.4% 81.9% RXIE 82.2 |
rankAvg:top 265 1.17% 95.0% 91.6% 82.7% 73.9% 72.9% | 82.1%
rankAvg:topQe 3 1.11% [94.0% 90.8% 83.4% 74.5% | 81.1% J:RKRx3 82.07
rankAvg:mxmxqge 07+ 0.972% | 93.9% 82.3* QWY 80.8%: 5
rankAvg:noLex g 1.30% 94.2% 91.1+ 82.1% 73.3% 81.4% 84.1% 73.7+ 83.2%
rankAvg:noNC 80.0% 71.4% 80.4% [Riks RN R RE
rankAvg:noNCnoLex WSS Bl | k3 90.2:!: 84.0: 73.4% 83.2%
allQE(32)allMBR . 1.41% 93.8% 90. 81.2% 84.1% 73.6% 83.5%
allQE(32)nolexMBR g 1.33% 94.3% 91. JE 73.0% 81.3% 84.2% 73.8%
topQE(32)topMBR 22% 1.21% 95.1% 91.8% 81.8% 73.1% 72.9%
noncQE(32)noncMBR [ E 1.23% y J ks 83.7% 73.1%
noncQE(32)noncnolexMBR 36 1.18% | 93.6% N . 5 83.9% 73.4%
mxQE(32)mxMBR 045 1.08%  93.9% 5 y KA $2.37 71.1%
ckQE(32)xcMBR 421 1.36% 95.8% 90. KE 72. 5 82.5
mxQE(32)xcMBR 3 1.16& 95.8% b g %4 82.2F
ckQE(32)mxMBR 2% 1.21%  94.4%

Table 24: Reference-based and QE evaluation scores for greedy and MBR/QE decoding (1% block), and ensembles
(2™ block), on zh-en (WMT2023 dataset). Higher scores are better, except MetricX, MetricX-QE, and TER, where
lower is better. Green is better than greedy, red is worse. Ensembles are defined in Table 2. Significant differences
from greedy (pairwise t-test) indicated by * for p<0.05, 1 for p<0.01, f for p<0.001. The green diagonal in the 1%
block shows metrics prefer outputs from MBR/QE decoding using the same utility metric.
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