
Proceedings of the Eighth Conference on Machine Translation (WMT), pages 872–876
December 6–7, 2023. c©2023 Association for Computational Linguistics

872

SJTU-MTLAB’s Submission to the WMT23 Word-Level Auto Completion
Task

Xingyu Chen
Shanghai Jiao Tong University
galaxychen@sjtu.edu.cn

Rui Wang
Shanghai Jiao Tong University
wangrui12@sjtu.edu.cn

Abstract

Word-level auto-completion (WLAC) plays a
crucial role in Computer-Assisted Translation.
In this paper, we describe the SJTU-MTLAB’s
submission to the WMT23 WLAC task. We
propose a joint method to incorporate the ma-
chine translation task to the WLAC task. The
proposed approach is general and can be ap-
plied to various encoder-based architectures.
Through extensive experiments, we demon-
strate that our approach can greatly improve
performance, while maintaining significantly
small model sizes.

1 Introduction

In recent years, more and more researchers have
studied computer-aided translation (CAT) that aims
to assist human translators to translate the input
text (Alabau et al., 2014; Knowles and Koehn,
2016; Hokamp and Liu, 2017; Santy et al., 2019;
Huang et al., 2021; Weng et al., 2019). The word-
level auto-completion (WLAC) task (Casacuberta
et al., 2022) is the core function of CAT, which in-
volves predicting the word being typed by the trans-
lator given the translation context, as illustrated in
Figure 1. Effective auto-completion has the poten-
tial to reduce keystrokes by at least 60% during
the translation process (Langlais et al., 2000). A
user survey indicates that 90.2% of participants
find the word-level auto-suggestion feature help-
ful (Moslem et al., 2022). Therefore, WLAC plays
an important role in CAT.

There are many existing methods for modeling
WLAC, and they mainly differ in model architec-
tures (Li et al., 2021; Yang et al., 2022b; Moslem
et al., 2022; Yang et al., 2022a; Ailem et al., 2022).
For example, Li et al. (2021); Yang et al. (2022a)
design a BERT-like architecture to directly predict
the target word while Yang et al. (2022b) employ a
model similar to the auto-regressive NMT to pre-
dict the BPE tokens of the target word.

Figure 1: An example of word-level auto completion.
Assume the human translator is going to input the
Golden Translation. The auto-completion suggests the
possible word candidates given the typed characters. It
can be more accurate with the help of translation hy-
pothesis from MT models.

The WLAC task comes from a real translation
scenario: a human translator is translating a source
sentence, who has already translated part of the
sentence, and is typing a new word. The input
contains three parts: the source sentence s, the par-
tial translation c, and the typed sequence t. The
WLAC task is to predict the word w that the trans-
lator is going to input (Li et al., 2021; Casacu-
berta et al., 2022). Rooted in the translation nat-
ural, we consider a fundamental question: what
defines a correct word w? Theoretically, a good w
should appear in the reference translation, as illus-
trated in Figure 1. Therefore, we attempt to incor-
porate knowledges from machine translation into
the WLAC task. We presents two novel approach
to enhance WLAC systems, called joint-inference
and joint-training, to combine the MT task and the
WLAC task during inference and training, respec-
tively.

The effectiveness of our proposed method is
validated through experiments conducted on the
four language directions of the WLAC shared task
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in WMT2023 (§4). Remarkably, our approach
achieves substantial improvements across two dis-
tinct backbone models.

2 Backbone Models for WLAC

In this section, we introduce two types of back-
bone models for the WLAC task. These backbone
models serve as the foundation for our proposed
techniques and experiments in subsequent sections.

Word-level Model The first backbone is called
All-In-One Encoder (AIOE), which adopts a BERT-
like(Devlin et al., 2019) Transformer Encoder ar-
chitecture for word prediction similar to Li et al.
(2021). The AIOE takes the concatenation of the
source sentence, context, and typed sequence as
its input. The input format is: s <sep> cl <tip> t
<mask> cr, where cl is the left context to the input
and cr is the right context. Specifically, we append
a <mask> token at the end of the typed sequence
and leverage the final hidden state of the <mask>
token for word prediction.

Despite its simplicity and efficiency, the AIOE
model suffers from the out-of-vocabulary (OOV)
problem, which can significantly hinder its perfor-
mance. To this end, we introduce a variance of
AIOE model that predicts word in sub-word level.

Sub-word-level Model Extending the word-level
AIOE model to sub-word-level is straightforward:
we consider the task of predicting a sequence of
sub-words as a generation problem, and introduce
a Transformer Decoder to the AIOE model to per-
form the generation. We use Byte-Pair Encoding
(BPE) (Sennrich et al., 2016) for the sub-word tok-
enization, and call this model AIOE-BPE.

Due to the difficulty of labeling the WLAC data,
we generate training data from parallel corpus for
training the WLAC models, following the standard
practice (Li et al., 2021; Casacuberta et al., 2022).

3 Enhancing WLAC by incorporating
MT task

In this section, we propose two different ap-
proaches to improve the WLAC task.

3.1 Joint Inference with MT Model

This approach is to jointly consider the WLAC
predictions and machine translation results during
inference. We begin by generating the top-k predic-
tions from the WLAC model. Next, we examine

each word in the predictions and check if it is in-
cluded in the translation. The first word in the top-k
list that exists in the translation is selected as the
final prediction. This strategy manually align the
prediction with translation in a flexible way: the
choice of WLAC model and translation model is
arbitrary. The final performance is closely related
to the choices of models.

However, this approach heavily relies on the
quality of translation. A preliminary analysis show
that for a naive MT model, only 44.6% of the
WLAC labels exist in the translation. One pos-
sible solution is to enhance the input of MT model.
We propose a Context MT model, which takes ad-
ditional translation context and typed sequence as
input, and generates full target sentence. The input
of Context MT is the same as WLAC, so it’s a better
approximation of the golden translation model.

3.2 Joint Training with MT Task
One drawback of joint inference method is that the
WLAC model isn’t aware of the translation task
during training, which means that the top-k pre-
dictions may deviate from the ground truth. To
overcome this limitation, we propose a joint train-
ing approach, wherein the WLAC model and the
MT model are trained together using a shared back-
bone encoder. Specifically, we extend the backbone
model by introducing an MT decoder, transforming
the whole model into an MT model. Here the MT
model is the same as Context MT model described
in §3.1. We define the training loss of the joint
training model as the combination of the WLAC
loss and the translation loss, represented as follows:

L = α · LWLAC + (1− α) · LMT, (1)

where α is a hyper-parameter controlling the bal-
ance between the two losses. To enhance the inter-
action between two tasks, we also share the final
word prediction layer between the backbone model
and the decoder. As described in section 4.1, the
training data of WLAC is generated from parallel
corpus, so there will be a full agreement between
WLAC label and ground truth translation. This
agreement enables the WLAC model to learn how
to accurately predict words within the translations.
Besides, the MT model can learn to generate trans-
lations based on the context provided by the WLAC
predictions. By jointly training the two models, we
enable them to mutually benefit from each other’s
knowledge and improve their respective tasks.
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Model #Parameters zh-en en-zh en-de de-en
AIOE 80M 46.71 54.82 51.75 50.64
AIOE-BPE 74M 50.79 53.48 57.23 61.96
AIOE+Joint Training 80M(105M) 51.40 58.70 56.22 54.57
AIOE-BPE+Joint Training 74M(100M) 56.93 61.16 67.27 68.16

Table 1: Experiment results on WMT23 WLAC test set. Results are reported as accuracy. The number of parameters
in brackets means parameters in training stage.

The key advantage of joint training is that once
the training is completed, we can only keep the
backbone model and discard the MT decoder. Note
that the backbone encoder can receive optimization
signals from both the WLAC task and the trans-
lation task, so the backbone model has acquired
the skill to agree with translation during training
process. This enables us to maintain the agreement
capabilities while preserving a small and efficient
inference model.

4 Experiment

4.1 Datasets

We conduct evaluations of our model on two lan-
guage pairs: English-Chinese and English-German.
The zh-en dataset we used is the UN Parallel Cor-
pus V1.0 from WMT17. For en-de, we use the
training data from WMT14. We adopt the fol-
lowing strategy on parallel sentences to generate
WLAC training data: firstly, we sample a target
word w from the target language sentence, then we
sample spans respectively from the left and right
context of the target word, denoted as cl and cr.
Additionally, we sample a typed sequence from the
target word. To sample typed sequence from Chi-
nese words we use the pypinyin1 tool. All models
are trained on the generated training data, with data
generated from the test set of WMT21 translation
task serving as the validation set. For evaluation,
we utilize the test set from the WMT22 WLAC
shared task.

4.2 Experiment Details

For all AIOE model, we use a Transformer En-
coder for 6 layers. The embedding size is 512, the
dimension for feed-forward layer is 2048. Each
layer has 8 attention heads. For AIOE-BPE model,
we additionally add a Transformer Decoder with 6
layers. The MT decoder for joint training models
are also 6 layers.

1https://github.com/mozillazg/python-pinyin

For AIOE model, we use a joint-vocabulary with
the size of 120000. For AIOE-BPE model, the
vocabulary size is 66630 for English-Chinese pair
and 59918 for English-German pair.

The learning rate for training is 5e-4. We opti-
mize the model for 200000 steps with a batch size
of 32000 tokens. We average five checkpoints for
better performance.

4.3 Comparison among Joint Methods

We firstly compare the performance of joint infer-
ence method and joint training method. For joint
inference method, we use the word-level backbone
AIOE model for the WLAC model, and consider
two kinds of machine translation model: translation
model trained on parallel corpus (MT) and transla-
tion model trained on WLAC input and translation
output (Context MT). For the joint training method,
we use AIOE-Joint model. All the experiments are
conduct in zh-en direction. We conduct prelimi-
nary experiments on the WLAC22 test set and the
result is reported in Table 2.

Method Acc.
AIOE 53.87
AIOE+MT 54.20
AIOE+CMT 56.01
AIOE+JT 59.75

Table 2: Comparison of joint-methods. Acc. is the ac-
curacy of WLAC22 task. AIOE+MT and AIOE+CMT
is joint-inference method combined with different MT
models. AIOE+JT is the joint training method.

It is observed that joint inference methods
greatly outperform the baseline model, and the joint
training method further improves the performance.
The Context MT model is better than normal MT
model for joint-inference, suggesting that more
translation context is beneficial for the WLAC pre-
diction. However, the overall performance of joint-
inference is hindered by the quality of MT models,
and the joint-training method can incorporate MT
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Model #Parameters zh-en en-zh en-de de-en
GWLAN(Li et al., 2021) 105M 51.11 48.90 40.69 53.87
HW-TSC(Yang et al., 2022b) 526M 59.40 - 63.82 62.06
AIOE+Joint Training 80M(105M) 59.75 56.59 44.67 62.77
AIOE-BPE+Joint Training 74M(100M) 61.08 58.09 64.59 66.91

Table 3: Experiment results on WMT22 WLAC test set. We implement the GWLAN model report the performance.
The scores of HW-TSC model are copied from Yang et al. (2022b)

.

knowledge with WLAC more effectively. Based on
these findings, we only focus on the joint training
method for the subsequent experiments.

4.4 Main Results

The evaluation result on WLAC shared task is re-
ported on Table 1. Our BPE-level methods have
obtained better performance than word-level model
except for en-zh, which indicates the word-level
model may suffer from the OOV problem. No
matter which backbone is used, our joint training
method can greatly improve the backbone perfor-
mance, indicating that our method is a general
framework and has the potential to be applied to
more encoder based models. Another obvious ad-
vantage of our model is its superior parameter ef-
ficiency. Our AIOE-BPE+Joint Training model
achieves the best performance with only 100M
training parameters and 74M parameters for in-
ference.

4.5 Comparison with other models

We further compare our methods with existing sys-
tems. The experiment result on the WLAC22 test
set is shown in Table 3. Compared to HW-TSC,
our word-level methods have obtained better per-
formance on zh-en and de-en. One exception is
en-de, the word-level model performed badly be-
cause it suffers from OOV problem, where about
17% labels are OOV. After replacing the backbone
with BPE-level model, our method show superior
performance in all directions, while maintaining a
much smaller size.

4.6 The impact of MT task

The influence of the hyper-parameter α on the
model performance, as outlined in equation 1, di-
rectly reflects the impact of translation task. By
setting α to 0, the model is essentially a transla-
tion model with additional context input. If α = 1,
the model corresponds to the AIOE model without

joint training. In Figure 2, we present the accu-
racy achieved at varying values of α. Notably, as
α increases from 0 to 0.75, the accuracy increases
rapidly. This observation highlights the difference
between the translation task and the WLAC task,
emphasizing the necessity of optimizing the model
specifically for the WLAC task to achieve better
performance. Interestingly, even with α set to 0.99,
the performance remains comparable to the best
achieved performance. This finding is remarkable,
as it suggests that even a small signal from the trans-
lation task can greatly enhance the WLAC task’s
performance when compared to the model with α
set to 1. Consequently, our proposed joint train-
ing method effectively integrates the translation
task into the WLAC task, resulting in substantial
improvements.

Figure 2: The impact of different α on the AIOE accu-
racy. Red dashed line is the best performance and the
green represents the accuracy without joint training.

5 Conclusion

This paper proposes an effective approach to im-
prove WLAC performance by combining the MT
task and the WLAC task. We inject the transla-
tion knowledge into the WALC model by jointly
train the two tasks. Extensive experiments show
that the proposed approach surpasses several strong
baselines with much smaller model size.
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